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Abstract: This article extends the recent work of Vénnman and Albing
(2007) regarding the new family of quantile based process capability in-
dices (qPCI) Cpra(r,v). We develop both asymptotic parametric and non-
parametric confidence limits and testing procedures of Cpra(7,v). The ker-
nel density estimator of process was proposed to find the consistent estima-
tor of the variance of the nonparametric consistent estimator of Cp4 (T, v).
Therefore, the proposed procedure is ready for practical implementation to
any processes. Illustrative examples are also provided to show the steps
of implementing the proposed methods directly on the real-life problems.
We also present a simulation study on the sample size required for using
asymptotic results.
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1. Introduction

As a numerical measure, the process capability index (PCI) uses both the
process variability and the process specifications to determine whether the process
is capable. It plays an important role in monitoring and analyzing process quality
and productivity. Many PCIs have been proposed since Juran et al. (1974)
proposed the first PCI C),. Let USL and LSL be the upper and lower specification
limits, d = (USL — LSL)/2, m = (LSL 4+ USL)/2 and T be the target value.
The process mean and standard deviation are denoted by g and o. Vannman
(1995) proposed the superstructure which unifies the four basic PCIs, namely,
Cp, Cpk, Cpm and Chypi, as follows

d—ulu—m|
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where v and v are non-negative constants. We can see from (1.1) that C,(0,0) =
Cp, Cp(1,0) = Cpi, Cp(0,1) = Cpy, and Cp(1,1) = Cppi. Since the process

Cp(u,v) = (1.1)
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mean and variance based process capability indices (mvPCI) implicitly assume
the normality of the underlying process, they are sensitive to skewed processes.
Recently many published works (see Spiring et al., 2003, for more references)
try to address this important non-normal issue through modifying the existing
popular PCIs. Some researchers use different parametric models to deal with
non-normal processes. To name a few, Kotz and Lovelace (1998, page 174) and
Lin (2004) use the folded normal distribution and Lin (2005) uses the generalized
folded normal distribution to model the underlying process and use the special
feature of the parametric models to modify PCIs. Chang and Bai (2001) and
Chang et al. (2002) model the process density with a weighted average of two
normal densities (mixture of two normal distributions with known mixing pro-
portions) according to the skewness of the underlying process. Most recently,
Chao and Lin (2005) proposed a very general process yield-based PCI as follows

C, = équ % (Fy(USL) — Fp(LSL) + 1) (1.2)
where @ is the CDF of standard normal distribution, F(-) and # are the CDF
and the vector of parameters of the underlying process distribution. PCI (1.2)
has an elegant analytical expression involving only two tail probabilities of the
underlying process and is easy to interpret. The formulation of C) does not
implicitly assume the normality/sysmetry of the underlying process since the
CDF of the underlying process F'(-) is not specified. From this perspective,
Cy has a structural difference from many existing PCIs in handling non-normal
processes.

Another direction to relaxing the implicit normality /symmetry assumption
is to introduce process quantiles to the definition of PCIs. Motivated from
Clements’ (1989) quantile idea, Chen and Pearn (1997) modified Vannman’s
(1995) Cp(u,v) and proposed a quantile-based PCI superstructure without im-
plicitly assuming normality of the underlying process as follows

d_u‘gm _m‘ .
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where &, is the a-th quantile of the process, ie., P(X < &,) = a, and p; =
0.00135, po = 0.5, and p3 = 0.99865. The formulation of the above quantile-
based PCI is intended to yield the nonconformity proportion about 0.27% with
Cnp = 1 if the process is approximately normally distributed and on target.
Note that (1.3) is essentially designed for processes with two specification
limits. In practice, many processes only have one-sided specification limit, such as
zero-bound processes in which zero is the natural bound and measurements with
value zero are desirable. The existing standard two-sided and one-sided indices do

Cnp(u;v) = (1.3)
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not work well on this special type of processes (see Vannman and Albing, 2007).
There are only a few discussions on this topic available in the literature. Using the
parametric approach, Lovelace et al. (1997) studied this process based on the log-
normal distribution and proposed an index Cp,(,) (see Kotz and Lovelace (1998),
page 167-174) and its modification allowing measurements with zero values. Kotz
and Lovelace (1998, page 174) also proposed to use the folded normal distribution
on index Cp, for zero bound data and estimated the process mean and standard
deviation by sample mean and sample standard deviation. Lin (2004) uses the
folded normal distribution on zero-bound process and proposed a new estimator
for process mean and standard deviation.

Véannman and Albing (2007) recently defined a promising quantile based index
for measuring capability of processes (particularly for skewed distribution) with
upper specification limit such as zero-bound processes as follows

USL
\/ 612)3 + Vﬁ%Q

where po = 0.5 and p3 = 0.9973. The process yield at Cyy4 = 1 is given by

Cyua(v;§) = (1.4)

P(X < LSL) = P (X < /&, + &,) > P(X < &,) = ps = 99.73%.

Vannman and Albing’s (2007) work is essentially within nonparametric frame
work in which they proposed sample quantile and interpolation based quantile
estimators of Cira(u,v), denoted by Casa(u,v), and proved that Chra(u,v) are
asymptotically normally distributed. Since the asymptotic variance of Cu A(u,v)
is dependent on the explicit expression of the density function of the underlying
process, their results of asymptotic normality cannot be used directly to construct
confidence intervals or test hypotheses for the qPCI unless the distribution of the
underlying process is completely specified.

In this paper, we systematically develop both parametric and non-parametric
procedures for constructing asymptotic confidence limits and testing hypothe-
ses based on Vannman and Albing’s (2007) qPCI Chra(v;€). The parametric
method will be discussed in Section 2. In Section 3, we discuss a nonparametric
approach and use the kernel density estimator to estimate the underlying pro-
cess density function, hence, to obtain the consistent estimate of the variance of
nonparametric estimate of Cys4(v;&). Case studies and illustrative examples are
given in Sections 4 and 5. We also conduct a simulation study on sample size de-
termination in Section 6. Finally, we make some remarks on using the proposed
procedures.



256 Cheng Peng

2. Parametric Confidence Limit and Testing Procedure

Let {y1, - ,yn} be an i.i.d. random sample selected from the process with
density f(y;0) with 8 = (61,---,0;)", the transpose of the column vector of
process parameters. The likelihood and log likelihood functions of # are given by

n

L(0) = [[ f(wi:0)) and 1(6) = In f(ys;0) (2.1)
=1

i=1

respectively. The ath quantile (£,) of the process distribution is defined implicitly
by function
€a
a=F(a;0) = fy; 0)dy (2.2)
—00
Letﬂ = (él, e ,ék)T be the MLE of . By the invariance property of MLE, &, =
&a(0) is the maximum likelihood estimator of quantile &,. Therefore, we propose
the parametric maximum likelihood estimators of the Cys4(v;0) as follows

é) _ USL
V& (0) +ve, (0)

Note that Chra(v;0) is a real valued function of quantiles &y, and &,, which are
continuous real functions of the vector of parameters . Note also that 6 is a
consistent MLE of 0, therefore, Cysa(v;0) is consistent MLEs of Cyra(v;0) (see
Serfling 1980, page 24). Since Cpra(v;0) is expressed as functions of 6 through
quantiles &,(0), we will use notations Cys4(v; ) interchangeably with Cs4(v; €).

Let I(0) be the information matrix of the numeric characteristic of the process
corresponding the parameter . Under some regularity conditions (Serfling, 1980,
page 144-145), the MLE possesses the following asymptotic normality

GMA(V; 0) = Crra(v; (2.3)

V(0 = 0) —q N(0,17()) (2.4)
A consistent estimator of the information matrix is
. - 19%In L(0)
with @ = (61,---,60;)" and 6 = (01, - - - , ;). Furthermore, define
oC v;0 USL-v- v
U () = A0 SR Cara(vi0) % P (2.0)
2 (&, + &) Sps T Vi,
0CrA(v; 0 USL -
Us(v,0) = %A( - §p33/2 = —Cnma(v;0) x % (2.7)
Eps (§p§ +v€2,) ps T Vep,
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U; and U; are only dependent on the form of Chsa(v;6). Define

U(v,0) = (Ui(v,0),Us(v,9)) (2.8)
and
9p,(0) 355;(9)
RO=1 og,le)  og,0) (29)
00, 00y,

Using the first order Taylor expansion and the Slutsky’s Theorem (see Casella
and Berger, 2002, page 239), we have

Vi (Crra(v;0) — Crra(vi0)) —q N(0,9) (2.10)

where Q = U(v; 0)R(v; 0) I 1 (0)R™ (v;0)U" (v;0) and R™(v;0), U™ (v;0) are trans-
pose of R(v;0) and U(v;0) respectively. We see from (2.10) that point estimator
Cra(v;0) is an asymptotically unbiased estimator of Cpr4(v;6). A consistent
estimator of variance 2 is given by

Q=U(;0)R(v;0)I L (O)R (v;0)U (v; 0) (2.11)

that is, by replacing the vectors of parameters 6 = (61, - - - , ;) with their MLEs

0 = (01, ,0), the standard error of Chra(r;0) is s.e. [Cria(vi0)] = \/Q/n.
The 100(1 — )% one-sided confidence interval (with lower limit) of Casa(v;0) is
given by

(C’MA(V;H) — zgS.€. [éMA(V; 9)],00) (2.12)

Since the process is capable if Casa(v,0) > 1, the test statistic for testing Hy :
Crpa(v,0) <1vs Hy : Casa(v,0) > 1 is given by

Z:gﬁﬂ@;inmn (2.13)

Q/n
Constructing the confidence interval using (2.12) and testing process capability

using (2.13) with illustrative examples will be discussed in Section 5.

3. Non-parametric Confidence Limits and Testing Procedures

The procedure we discussed in Section 2 is dependent on the assumption
that the density function of the underlying process is completely specified. If the
density function of the process is unknown and we are not sure which distribution
should be used to fit the model, nonparametric procedure methods should be
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used. We focus our discussion on constructing confidence intervals and developing
testing hypotheses using the distribution free approach in this section.
Let &, be the sample ath quantile. That is,

éa =max{y: F,(y) < a} (3.1)

where Fj,(y) is the empirical CDF defined based on the sample data. It is well
known that éa is a consistent estimator of &,. Furthermore for poth and psth sam-
ple quantiles, we have the following variance and covariance matrix (see Serfling,
1980, page 80.)

. p2(1 —p2) p3(1 —p2)
PO s <§p2> | G nf(6n)f(&s)
n Eps p3(1 —p2) p3(1 —ps)

nf(fpz)f(gps) "f2 (fpg)

where f is the density function of the underlying process. Therefore, a consistent
estimator of Cyr4(v; &) using sample quantiles is given by

. USL

Cra(v; ) = Cypa(v; ) = ———

Again using the first order Taylor expansion on Cu A(v;€) at the true value &
and Slutsky’s Theorem, we have

(3.2)

Vi (Crra(v;€) — Cara(v;€)) — N(0,02) (3.3)

where
ot = U(w; O)L(f;6)U (v;0)

— 0%414(”; 5) V2§}%2 V(l - p3)§p2€p3 p3(1 - p3)§;§3}
( 12)3 + V£12?2)2 4f2(£p2) f(gpz)f(gps) f2(§p3)

which is exactly the same as the one obtained in Vannman and Albing (2007).

In order to use the asymptotic result (3.3) to construct the confidence inter-
val of Cpra(v;€) and test hypothesis of process capability, we need a consistent
estimator of variance O'%« in (3.3). For consistent quantile estimators, we only use
the sample quantiles §,, = £o.5 and &,; = £o.9973 in this paper. We can also use
sample quantiles or interpolation based quantiles discussed in Hyndman and Fan
(1996), Pearn and Chen (1997) generalized Chang and Lu (1994) with a minor
modification on O'%«.
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For the process density, we choose the following nonparametric kernel density
estimator. Suppose that {y1,- - ,y,} is a random sample collected from the un-
derlying process with density f(y). The kernel density estimator of f(y), denoted

by f(y), is given by
. 1 & —
Fo) = o (U5 (3.4
=1

where K (+) is the kernel function which is nonnegative, unimodal and symmetric
with respective to the vertical axis and integrates to unity, and A is the band-
width which controls the degree of smoothing of the estimation. Among several
commonly used kernel functions, Gaussian kernels are the most often used. In
this paper, we will use Gaussian kernel and the rule-of-thumb of Silverman (1986)
for choosing the bandwidth of a Gaussian kernel density estimator.

Using the kernel estimator of the density and the sample quantile estimators,
we propose the following variance estimators

CRraw:§) [ as La — P3)épaps L psd — P3)&p,
(533 + V£32)2 4f2(&py) F(&pa) f(Eps) f2(ps)

Since the variance is a continuous function of the estimated density function
f(x) and the estimated process quantiles, the consistency of estimator &% follows

62 = (3.5)

immediately from the fact that f(z) is (strongly) consistent with f(z).
The 100(1 — )% one-sided confidence limit for Cyr4(v; &) based on sample
quantiles is given by

<C’MA(V; ) — zaS.€. [C’MA(V; f)],oo) (3.6)

where s.e. [C’MA(V; €)] = \/62/n. The test statistic for testing Ho : Cara(v,§) <
1vs Hy : Cppa(v,€) > 1 is given by

_ éMA(Vaé) —1 ~
\/ 6% /n

Since the above standard errors are explicitly expressed in data measure-
ments and the estimated density function, the confidence limits can be calculated
through simple programming.

7 N(0,1) (3.7)

4. Parametric Case Studies: Lognormal and Weibull Processes

We are interested in the investigating the performance of Cp;4 under skewed
process with upper specification. Since lognormal and Weibull distributions are
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non-normal and widely used in engineering, particularly in engineering reliability
modeling, we choose to use these two distributions to illustrate how to construct
parametric asymptotic confidence intervals for Cyr4. We will provide the explicit
expression of the lower confidence limit and the test statistic in terms of sample
data values.

4.1 Lognormal process

Recall that the two parameter lognormal distribution has density function

Fla;p,0) = ;e){p [_ l(lnx - “)2} (4.1)

2mox 2 o

The a-th quantile of the lognormal process with parameters § = (u, 02) is defined
by

€ = explu+ @1 (a)o] (4.2)
where ®(-) is the CDF of standard normal distribution as usual and ®~1(-) is the
inverse of ®(-). Let x1, - ,x, be a random sample collected from a lognormal

process. The log-likelihood function of u and o is

In L(0) :—gIHQW—%IHUZ—Zl‘i—%Z(m)2 (4.3)
i=1

; o
i=1
One can easily find the consistent MLE of the parameters j and o2 are

_Ehiln@) g g Zi () - ] (4.4)

n n

=

The consistent estimator of the information matrix is given by

1
~ 10%InL(6) = 0
In(‘g) = _ﬁ 90007 ‘0:0 - 2%4 (4-5)
g

(=Y

where 6 = (ji,62). Note also that the MLE of matrix R(6) defined in (2.9) by
using the the MLEs of the derivatives of quantiles

¢, g e Iné, — iy £a® ' (a)

%‘0:5 = &a 902 0=0 = €a 5572 oF (4.6)

Using MLEs (4.4), (4.5) and (4.6) we can easily evaluate the consistent MLE of
the variance € in (2.11) by using the MLEs of the a-th quantile and the matrix
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of (2.9) expressed below

F ~ 1 ~ S _ ~ N €p27 (I)_l(p2)€p2/(2&)>
§a = €xp [M + @ (a)o'} and R(u,0) = R(f1,0) <§p37 @_1(p3)§p3/(25') :
(4.7)
Therefore, the parametric asymptotic confidence interval (2.12) and the test
statistics (2.13) can be easily calculated.

4.2 Weibull process

Next we consider the underlying process which follows the Weibull distribu-
tion with density function

=G e[ G)) se0

where 6 is the scale parameter and § is the shape parameter. The theoretical
ath quantile of this Weilbull process, denoted by &, is determined by

€o = 0[~1In(1 - a)]/? (4.9)

Let x1,--- ,x, be a random sample collected from a Weibull process. The log-
likelihood function of # and (3 is

1(6,8) =nln <§> +(B-1) zn:lnx,- —n(B-1)Ing— zn: (%)5 (4.10)
=1 i=1

Let 6 and (8 be the maximum likelihood of # and 3 and

920,8) n BB+ = (z\ 00,8 n < xis z;
002 B3 62 Z(ﬁ)’ 032 _?_Z<§> hlz(?)

i=1 =1

o1%(0, B) n Be=/zi\B, /zi\ L= /zi\8 01%(0,0)
aL e _ PP LN (2R o 2 Li\t _ 2P
90073 9*92(9) n(e)*el;(e) 9306
The observed information matrix is given by

o%(0,8)  0I2(9,0)

- 5 L 900
1(6,8) = In(0,8) = —— <8l2(6ﬁ) o3 (0.5)
2390 25

(4.11)

0.8)=(0,8)
The MLE of matrix Q(¢, 0, 3) defined in (2.9) is specified as follows

[—In(1 — p2)]Y/# 1n][— In(1 — po)]

[~ In(1 — p3)]"/? In[~ In(1 — p3)]
(4.12)

[~In(1 —p2)]/7 —

GO L= pg -

ey ]
2| D | D
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Using the MLE of the quantile function (4.9), & = 6 [~ In(1 — a)]/”, along with
the observed information matrix (4.11) and the MLEs of the quantile derivative
matrix (4.12), we can calculate the consistent MLE of the variance € specified
in (2.11). Hence the parametric asymptotic confidence limit (2.12) and the test
statistic defined in (2.13) can be easily expressed with sample data values.

5. Illustrative Examples

In this section, we simulate two datasets from the two-parameter lognormal
family and Weibull family respectively and use them to illustrate how to construct
parametric and nonparametric confidence limits and test hypothesis introduced
in Sections 2, 3 and 4. Throughout this section and the next section of simulation,
we choose v = 1.

5.1 Example 1: Weibull process

We use the sample process specification limit (USL = 10) and the target
(T = 0) values used in Vannman and Albing (2007) and generate 100 random
sample data values from Weibull population with scale parameter § = 2.2 and
shape parameter g = 1.5 as follows

Weibull Process Log—-normal Process
- o
8 | Band Width: 0.4722 - :’ 5
o Weibull shape: 1.5 [oe) I Band Width: 0.1156
Weibull scale: 2.2 D 1 ' log mean: 0
=1 TUSL. 11%% " h log stdev: 0.4
o arget: | USL: 3.05
% N % g - '\ Target: 0.0
e ° s <
[a PN . o oS \
= - ' Y )
=) . N
— AN o
8 | %ﬁ\ o | 4 L .
S} [ T T T T 1 © [ T T T T 1
0 2 4 6 8 10 0 1 2 3 4 5
Process Measurements Process Measurements

Figure 1: The broken curves represent the estimated parametric density curves
and the solid curves represent the nonparametric kernel density curves

The left panel of Figure 1 gives the histogram based on the simulated data
along with the true density curve (scale §# = 2.2 and shape § = 1.5) and the
kernel density curve (binwidth = 0.4722).

For the parametric approach, we first make a histogram of the data and then
choose appropriate parametric distribution(s) based on the histogram to fit the
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data. A goodness-of-fit test is conducted to avoid model misspecification. In this
example, we use Kolmogorov-Smirnov goodness-of-fit test based on Weibull and
log-normal distributions and found that the two p-values are 0.9683 and 0.1714
respectively. Since the p-value based on Weibull distribution is higher than that
based on log-normal distribution, we choose Weibull as the final model (in fact,
the data was generated from Weibull distribution). The MLE of # and [ are
6 = 2.211263 and 3 = 1.5141. The MLE of Caa(0, ) is Cara(6,3) = 1.3587.
The 95% asymptotic confidence interval of Cpra is (1.25,00). The p-value of
the asymptotic parametric normal test for testing Hy : Cpra(€) < 1 versus Hy, :
Cra(§) > 1 is approximately 0 which indicates that the underlying process is
capable.

For the nonparametric approach, the median and the 99.73-th quantile are
ém = 1.715 and ép3 = 6.305 respectively. The kernel density estimator evaluated
at the two sample quantiles gives f(1.715) = 0.278843 and f(6.305) = 0.01638945
respectively. Using these values, we obtain the point estimate )y A(§) = 1.53.
The 95% asymptotic nonparametric confidence interval (3.6) and the nonpara-
metric test statistic (3.7) for testing Hp : Cara (6, 5) < 1 versus Hy : Cara(6, 5) >
1 are given by (1.382,00) and 7.312 with p-value 0.

The results obtained based on both parametric and nonparametric approaches
agree with that of Vainnman and Albing (2007) in which the sample quantiles and
the true parametric density were used.

5.2 Example 2: Lognormal process

In the second example, we generate 100 data values from log-normal distri-
bution with geometric mean 0 and geometric standard deviation 0.4. We choose
USL = 3.05 to guarantee that the proportion of nonconforming is at least 99.73%
if the associated Cjyra is at least 1. The right panel in Figure 1 gives the true
density (broken curve) and the kernel density (solid curve) with binwidth 0.1156.

Similar to the steps used in example 1, we performed Kolmogorov-Smirnov
test based on Weibull and Lognormal distributions and obtained p-values 0.04242
and 0.61 respectively. Since the test rejects the Weibull distribution and fails
to reject lognormal, we choose lognormal distribution (in fact, the dataset was
generated from the lognormal distribution).

For the parametric approach, we first find MLEs i = 0.02258 and ¢ = 0.3830.
The MLE of Cpra(p,0) is Cpra(fi,6) = 0.9712. The 95% asymptotic confidence
interval of Cyr4 is (0.8075,00). The p-value of the asymptotic parametric ¢ test
for testing Hy : Capa(p, 0) < 1 versus Hy : Cpra(p, o) > 1 is approximately 0.929
indicating that the process is barely capable or incapable.

For the nonparametric approach, the median and the 99.73-th quantile are
ém = 1.03 and £p3 = 3.126 respectively. The kernel density estimator evaluated at
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the two sample quantiles yields f(1.03) = 1.173559 and f(3.126445) = 0.02786794
respectively. Using these values, we obtain the point estimate Ciy A(€) = 0.9266.
The 95% asymptotic nonparametric confidence interval (3.6) and the nonpara-
metric test statistic (3.7) for testing Hp : Cpra(§) < 1 versus Hy : Cpra(§) > 1
are given by (0.8286,00) and —1.4696 with p-value 0.9292 which matches the
parametric result.

6. A Simulation Study on the Sample Size Requirement

The open source statistical package R is used to carry out all data analysis
presented in the previous section and the simulation study in this section as well.
The program is available from the author upon request.

In this section, we will investigate the sample size needed in asymptotic normal
approximation for both parametric and nonparametric confidence limits and tests
of the process capability. To be more specific, we first choose different sample
sizes and population parameters which generates different skewed populations,
then conduct the Shapiro’s normality test to see the discrepancy between the
normal distribution and the sampling distribution of the consistent estimator
of the qPCI. The p-value of Shapiro’s test of each of the simulated samples
with different sample sizes and population parameters will be reported. The
distributions we use in this simulation are Weibull and lognormal distributions.

For the Weibull family, we first fix the scale parameter at § = 2.2 and choose
various values for the shape parameter 5 = 0.2,0.4,0.6,0.8,1.0,1.2,1.4,1.6, 1.8, 2.0.
One can see the two upper panels of Figure 2 that as the the value of 8 decreases
the tail of Weibull distribution gets longer. Then we fix the shape parameter at
f = 1.5 and use different values of the scale parameter § = 1.0,1.2,1.4,1.6,1.8,2.0.
The density curves are shown in the bottom left panel of Figure 2.

For the lognormal family, we only choose different values of geometric stan-
dard deviation o = 0.5,0.7,0.9,1.1,1.3,1.5 and fix the location parameter u = 0
since the location parameter does not affect the shape of the distribution. The
corresponding density curves are given in the bottom right panel of Figure 2.

The sample sizes that we used in this simulation are n = 50, 100, 150, 200,
250, 300, 350, 400, 500, 600, 700, 800, 900, and 1000. For each combination of
population parameters, (6, 3) for the Weibull and (p, o) for the lognormal, and
the sample size, we generate 1000 samples from the corresponding distribution.
We then use each of these 1000 simulated samples to evaluate parametric (MLE)
and nonparametric PCIs proposed in (2.3) and (3.2) in Sections 2 and 3 and
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Figure 2: The density curves from lognormal and Weibull families with different
values of shape related population parameters.

obtain two sets of 1000 estimated PCls. Finally we conduct Shiparo’s nor-
mality test on the two sets of estimated PCIs. The p-values obtained from the
simulation indicate that (the detailed numerical results of the simulation is avail-
able at http://www.usm.maine.edu/™~cpeng/jds582sim.pdf ):

1. for both parametric and nonparametric PCIs, the sample size required for
asymptotic normal approximation gets larger (in order to achieve an ap-
propriate significant level or p-value) as the shape parameter gets smaller
(or equivalently the tail of the distribution gets longer, see also the upper
two panels of Figure 2); parametric PCI requires a relatively larger sample
size (with the sample cut-off p-value).

2. for the fixed shape parameter g = 1.5, different values of the scale parameter
do not affect the sample very much.

3. as the value of geometric standard deviation increases (the tail of the distri-
bution becomes longer, see the bottom right panel of Figure 2), the sample
size required for asymptotic normal approximation increases. Similar to the
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Weibull case, the nonparametric PCI requires a relatively smaller sample
size than its parametric counterpart.

Finally, in order to see the pattern of how the length of tail affects the sam-
ple size required for asymptotic approximation, we choose three lognormal dis-
tributions with geometric standard deviations o = 0.5,1.0,1.5 (based on the
fixed geometric mean 0) and three Weibull distributions with shape parameter
8 =0.4,1.0,1.6 (based on the fixed scale parameter 2.2). These density curves
are given in Figure 3. Simulation results show that the length of the distribution
tail affects the sample size required for asymptotic normality: the longer the tail
is, the larger the sample size required.

Tail Comparison of Log—normal and Weibull
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Process Measurements

Figure 3: The density curves from both lognormal and Weibull families with
different values of shape parameter for Weibull and different geometric standard
deviations for lognormal distributions.

7. Summary and Concluding Remarks

We have systematically developed both parametric and nonparametric meth-
ods of applying the family of PCIs proposed by Vannman and Albing (2007).
The major contributions are

1. We introduce a kernel density estimator for estimating the density of the
underlying skewed process and obtain a consistent estimator of the variance
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of the proposed qPCI which has NOT been discussed by Vannman and
Albing (2007). Therefore, our work makes the proposed qPCI available for
practical implementation under a purely nonparametric setting.

2. We also develop a general asymptotic parametric procedure for the proposed
qPCI. The general recommendation for using this parametric procedure is
to use parametric method if the underling distribution is given or can be
easily identified by performing a goodness-of-fit test for the fitted model.

The procedures discussed in this article are based on large sample theory. In
practice, the sample size required for both methods depends on the length of
the tail of the distribution for the process. The longer the tails, the larger the
sample size is reqiured. A general practical recommendation is to use different
ways, for example resampling methods, to get the sampling distribution of the
estimated PCI and make sure that the sample size is sufficiently large for using
the asymptotic results. Similar to Chao and Lin’s (2005) C}, using two extreme
tail probabilities of the underlying process, the quantile based PCIs discussed
in this paper are dependent on the extreme process quantiles. Therefore, Chao
and Lin’s (2005) recommendation of giving the first priority to the parametric
approach whenever possible also applies to our case.
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