Comparison of estimation methods of the joint density of a circular and linear variable
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*Abstract:* A detailed account on environment and its related problems often requires a study on variables, some of which may be linear and others, circular in nature. Specialized techniques are required to analyze circular variables and also, the inter-relationship between circular and linear variable. In this paper, estimation methods of joint density of a circular and linear variable have been compared with the aid of three real life examples. Therein, we have computed the maximum likelihood estimates of the l-modal circular normal distribution and used the Monte Carlo approximation method to approximate its distribution function. Finally, the theory of Copula function has been put to use for exploring the association between the two variables. The study reveals the superiority of one of the methods over the others, as exemplified by all the three data sets.
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1. **Introduction, motivation and objective**

**1.1 Background of the Study**

In this age of growing population and rapid advancement in technology, the reserves of fossil fuels are depleting at a very fast rate. This calls for the search for alternative natural resources of energy, which are also environment-friendly [13]. Wind energy is one such ever-abundant natural resource which is clean and pollution-free. The assessment of the wind characteristics and their inter-relationships is necessary for the proper installation of wind turbines for tapping of wind energy.

Further, several studies ([14], [18], [21]) have shown that the wind speed and direction and their joint effect influenced the growth of sewage-associated bacteria and sediment re-suspension. These call for the analysis of inter-relationship between wind speed and direction of a place, which will play a significant role in maintaining the water quality of water bodies located in its vicinity. It needs mention here that wind direction is a circular variable which arises in terms of angles and is measured in degrees whereas wind speed is a linear random variable. Similarly, [9] have carried out a case study to analyze the effect that wind direction has on ozone levels, of which the former is circular and the latter is linear. This calls for the incorporation of specialized techniques for jointly analyzing a circular and linear variable

Several correlation measures and regression models have been proposed in literature to study the circular-linear and linear-circular relationship. [22] have demonstrated the use of a circular-linear rank correlation coefficient for the association between wind direction and pollution concentration. [11] have proposed parametric models for the joint distribution of linear and angular random variables, based on the maximum entropy principle and by the specification of marginal distributions. [9] have considered a regression model to estimate linear response from the sine and cosine components of the angular variable and used it to explore the effect of wind direction on ozone levels. [15] has proposed a bivariate circular-linear correlation coefficient to assess the relation between a circular and linear variable and used it to explore the relationship between wind direction and ozone levels. [5] has constructed circular distributions based on non-negative trigonometric sums and later on, the same author in 2007 [6], used them to construct circular-linear and circular-circular density and applied them to real-life data sets. The advantage of using circular distributions based on non-negative trigonometric sums is that it allows for the incorporation of the multimodality or skewness present in the data, unlike the classical circular models like the von-Mises distribution. [8] have constructed circular-linear densities wherein the estimation of the marginals and joining densities were done using both parametric and non-parametric kernel density method. The following section throws some light on circular and linear random variable and circular-linear joint distribution.

**1.2 Circular-Linear Random Variable and Circular-Linear Distribution**

A circular random variable [9] is the one with support on the unit circle. After having chosen the initial direction and orientation of the unit circle (clockwise or anticlockwise), the distribution function of the variable, say, is defined as a function on the whole real line [16] as

If *F* is absolutely continuous, then it has a probability density function *f* such that

Further, f integrates to unity over its support, is non-negative and satisfies the periodicity condition for all and for all integers.

A linear random variable, say X, is a continuous r.v having support on the whole real line or an interval on it [8].

A circular-linear random variable takes values in the cylinder or in a subset of it and the circular-linear density of say satisfies the periodicity condition in the circular argument, i.e.

**1.3 Objective of the Study**

This paper aims to compare methods of estimation of joint density of a circular and a linear variable with the help of three real life data sets, two datasets being from the meteorological field and one being from the biological field. Therein, we have performed the maximum likelihood estimation of the best fitting l-modal circular normal density to the wind direction data of a particular data set and the distribution function of the same has been approximated using Monte Carlo method. Also, the theory of Copula function has been used to assess the dependence between the two variables.

**1.4 Data Source**

To fulfill the objectives of this paper, the first data set (Data set-I) considered is the daily data on wind direction and speed, measured at 08:30 a.m. for the years 2012 and 2013,which has been collected from the Regional Meteorological Center (RMC), Guwahati, Assam, India for the Meteorological station Mohanbari (Dibrugarh), belonging to the East Zone of Assam. The wind direction is measured in degrees as per 16 Compass whereas the wind speed has been reported in Kilometer/hour. The time period for the Monsoon season has been fixed according to the RMC norms. The second data set (Data set-II) on wind direction and ozone level taken at 06:00 a.m. at four-day intervals between April 18th and June 29th, 1975 at a weather station in Milwaukee, has been taken from [7, Appendix B.18] who procured it from [12]. The third data set (Data set-III), that on the distance and direction moved by small blue periwinkles, when they had been shifted down shore from the height at which they normally live, has been procured from [7, Appendix B.20] who reproduced it from [23].

1. **Methodology**
	1. **Estimation of Joint Density of Linear and Circular variable**

Here, three methods of estimation of circular-linear joint density have been considered initially as described below:

METHOD I:

[11] have proposed a method for obtaining circular-linear density with specified marginals of the linear and circular variable. Denoting the circular and linear marginal densities by and and their distribution functions by and respectively, the density for the circular-linear distribution is

(1)

where , the joining density, is circular in nature.

An estimator of can be obtained by estimation of the marginal and joining densities.

The first method consists in estimating the joint density using the formula in equation (1) with the help of the algorithm developed by [8]. Here, the marginals are estimated using the Maximum

Likelihood Method and the joining density has been estimated using Circular Kernel Density Method. This comprises of the ‘Mixed approach’ of estimation of the joint density of and X as both parametric and non-parametric methods of estimation have been incorporated.

METHOD II:

The second method would consist in estimating the joint density of the circular-linear variable from the joint density of two linear variables, sayby wrapping one of these variables around a unit circle, say X, using the relation [11].

But since in all the three real-life data sets that have been considered for this study, one variable is circular and another is linear in nature, this method of estimation is not applicable to any of them. The application of this estimation method requires the data to be such that both the variables are linear in nature.

METHOD III:

Another method of obtaining the circular-linear joint density can be found in [19]. The authors started with the assumption that the linear and the circular variable is independently distributed. Finally, their joint density is estimated by multiplying their assumed marginal distributions. They used the “Independent von-Mises Gaussian” distribution to model the color image segmentation in the LCH color space, wherein the circular variable (hue) follows von-Mises distribution and the linear variables (chroma and lightness) follow Gaussian distribution.

Since this estimation method requires the circular and linear variables to be independently distributed, one has to first perform a test of independence on these variables. If the hypothesis of independence is accepted, the next step would be to estimate the marginal densities of the variables and multiply their marginals to finally obtain the circular-linear joint density.

Hence, it can be seen that method II of estimation being ruled out due to non-applicability to either of the three data sets, our study would carry out a comparison between only the methods I and III through the three real-life data sets.

* 1. **Test of Uniformity using Copula**

It can be seen from equation (1) that the joint density can be expressed in terms of copula function, which makes it convenient to deal with them computationally. Copula functions are multivariate distribution functions with uniform marginals. Copula functions have got varied applicability. [24] had modeled the dependence between the bivariate binary variables by using a copula function and compared the proposed model with the odds ratio and tetrachoric model. The application of copula theory in finance has been discussed by [3]. [17] showed the use of conditional copula in assessing the Value at Risk of portfolio with two assets.

The Sklar's theorem in the theory of copula functions [20] states in the bivariate case that if is a joint distribution function with marginal distributions and respectively, then there exists a copula such that

If the marginal r.v's are absolutely continuous, Sklar's theorem can be interpreted in terms of the corresponding densities. Suppose we denote the copula density by . Then we can re-write equation (2) as

We denote the circular-linear copula density of and X by and it can be seen from the equations (1) and (3) that copula can be linked with the circular joining density as

hence, the circular-linear density in (1) can be written in terms of copula density as

 (4)

if X and Y are independent and then we have

thus, if and *X* are independent, we must have

Hence, if the populations to which the and X samples belong, are independent, the joint sample of and X must belong to the uniform distribution. This result serves as a means to test if and X is independently distributed. The uniformity of the joining density of and X, which is circular, can be assessed using any one of uniformity tests among the several uniformity tests available in the literature. This independence relation between the variables can further be verified using the linear-circular correlation coefficient developed by [15].

This clearly shows one advantage of the method-I over the other two methods, for it not only provides us with the joint density of the circular and linear variable, but also let us assess the association between them through it.

**2.3 Estimation of Best Fitting Circular Marginal density and Goodness of Fit Test for Circular Distribution**

In this section, we discuss the best fitting circular marginal densities for each of the three data sets considered for the study along with the goodness-of-fit test used.

Data set-I:

Figure (1) displays the histogram of the wind direction data measured at 08:30 a.m. during the Monsoon season for Dibrugarh meteorological station. From the histogram iit is clear that the

data has three equidistant modes. So, we chose to fit the l-modal circular normal density to this data, where l represents the number of modes in the data.

**2.3.1 *l*-modal Circular Normal Density**

The p.d.f of the *l*-modal circular normal distribution is given by

where is the modified Bessel function of the first kind and order zero; and are the mean direction and concentration parameters of the population respectively and the parameter l represents the number of modes of the distribution [10].

In the following section, the maximum likelihood estimates of the parameters of this distribution have been obtained.

**Maximum Likelihood Estimation of the Parameters of *l*-modal Circular Normal Distribution**

Let be a random sample from. Then the likelihood function is given by

Although l is a parameter and it stands for the number of modes of the distribution, we draw the histogram (density) of the data under consideration and find out an estimate of l graphically.

Taking this value of l, we obtain the m.l.e of the parameters and of the distribution, which are as shown below:

the likelihood equations are:

 (5)

and

 (6)

solving equation (5), we get the m.l.e of as

 (7)

and solving equation (6) yields the *m.l.e* of as

 (8)

where is the quadrant-specific inverse and is the inverse function of the ratio of the first and zeroth order Bessel functions of the first kind.

**Distribution Function of the *l*-modal Circular Normal Distribution**

The distribution function of the l-modal circular normal distribution is given by

(9)

it can be seen from the above equation that the integral that appears on the right hand side is complex in nature and cannot be evaluated using plain integration. We, thus take resort to the Monte Carlo approximation of the above integral.

**Monte Carlo Approximation of Integrals**

The Monte Carlo method consists in expressing the integral as the expectation of a random variable and approximating the expectation by generating random variables from the distribution of the r.v.

The equation (9) can be re-written as

where and .

Thus, t can be thought of as being distributed as a uniform random variable in the range so that becomes its p.d.f.

Let be a random sample from the distribution. Then we have the empirical approximation of as

By virtue of SLLN,

i.e. the approximation is convergent with probability 1 [1].

The standard error of the Monte Carlo estimate of (NYU Courant Computer Science, <http://www.cs.nyu.edu/courses/fall06/G22.2112-001/MonteCarlo.pdf>, online resource) is given by

where

Data set-II:

The data on wind direction as mentioned in section (1.4) follows von-Mises distribution and an account of this distribution is given below:

**2.3.2 von-Mises distribution**

The p.d.f of the von Mises distribution is given by

 (10)

where is the modified Bessel function of the first kind and order zero; and are the mean direction and concentration parameters of the population respectively. It is also referred to as the Circular Normal distribution.

The c.d.f of the von Mises distribution [10] is given by

 (11)

the parameter estimation has been done using the maximum likelihood method.

Data set-III:

The data on direction towards which periwinkles move as mentioned in section (1.4) follows Wrapped Cauchy distribution and a brief description of the distribution is given below:

**2.3.3 Wrapped Cauchy distribution**

The p.d.f. of the Wrapped Cauchy distribution is given by

 (12)

where and are the parameters of the distribution.

The c.d.f of this distribution [16] is given by

 (13)

The maximum likelihood method has been used to estimate the parameters of the distribution.

**2.3.4 Goodness of Fit Test for Circular Distribution**

By means of probability integral transformation, we can transform any continuously distributed r.v into a Uniformly distributed r.v. Analogous to the linear case, the probability integral transformation of a circular distribution corresponds to the transformation of the circle which sends the circular r.v to , where F is the c.d.f of the circular distribution of whose, orientation and initial direction have been chosen [16].

If *F* is continuous, then the transformed r.v

is distributed uniformly on the circle and any test of uniformity applied to *U* gives us a goodness-of-fit test. We consider the hypothesis to be tested as the data has come from a given distribution on the circle with distribution function We then fit the distribution to the data and get the fitted c.d.f The goodness-of-fit of the fitted distribution to the data is then assessed by checking if the transformed observations can be thought of as belonging to the uniform distribution.

In this paper, we have made use of the Watson's U2 Test for circular uniformity [16] for all the three data sets, which is the circular analogue of the Cramr-von Mises statistic W2 that arises on the real line.

**2.4 Estimation of Best Fitting Linear Marginal Density and Goodness of Fit Test**

In the following sections, we describe the best fitting linear marginal densities to each of the three data sets and the goodness of fit test used to justify their fitting.

Data set-I:

For the data on wind speed as mentioned in section (1.4), the Generalized Extreme Value distribution comes out to be the best fit. A brief account on this distribution is given below:

**2.4.1 Generalized Extreme Value Distribution**

The Generalized Extreme Value (GeV) distribution is a family of continuous probability distributions developed within extreme value theory to combine the Gumbel, Frchet and Weibull families, which is also known as type I, II and III extreme value distributions ([2], [25]). By the extreme value theorem the GEV distribution is the only possible limit distribution of properly normalized maxima of a sequence of independent and identically distributed random variables. It is widely used to model extreme events in insurance and finance. Here, we have used the GeV distribution to model the wind speed for the selected study area.

The p.d.f of the Generalized Extreme Value Distribution is given by

where are the ‘location’, ‘scale’ and ‘shape’ parameters respectively. The c.d.f of Generalized extreme value distribution is given by

The parameters of this distribution have been estimated using the Maximum Likelihood Method of estimation.

Data set-II:

The data on ozone level as mentioned in section (1.4) has been found to be best fitted by the Normal distribution. An account of the distribution is given below:

**2.4.2 Normal Distribution**

The p.d.f of the Normal distribution is given by

 (16)

The c.d.f of the distribution is given by

 (17)

the parameter estimation has been done using the maximum likelihood method.

Data set-III:

The data on distance moved by the periwinkles as mentioned in section (1.4) has been found to be best fitted by the Normal distribution, description of which is given above.

* + 1. **Goodness of Fit Test for the linear distributions**

The Chi-square Goodness-of-fit test and Kolmogorov-Smirnov one sample test has been used to assess the goodness of fit of the Gev distribution to the data on wind speed. The assessment of the goodness of fit of the normal distribution to the data on linear variable in data set II and III has been carried out using the Shapiro-Wilk normality test.

1. **Analysis and Results**

In the following sections, under each of the two applicable estimation methods of the circular-linear joint density, we show the estimation of the parameters, perform the goodness of fit of the marginal and joint densities for all the three data sets and finally, discuss the results.

**3.1 Estimation of the parameters, goodness of fit tests of the marginal and joint densities for the Data set-I:**

**3.1.1 Maximum Likelihood Estimation of Parameters of Wind Direction Density and Wind Speed Density**



Figure 1: Histogram of the wind direction data measured at 08:30 a.m. during the Monsoon season for Dibrugarh meteorological station

From the histogram of the given data presented in figure (1), it can be observed that the number of modes is 3. So, l = 3. Substituting the values of l and in (7) and (8), we get the maximum likelihood estimates of and (both measured in radians) as

The maximum likelihood estimates of the parameters of the Generalized Extreme Value distribution have been found to be

**3.1.2 Approximation of Distribution Function of *l*-Modal Circular Normal Density using Monte Carlo Method**

For approximating we draw samples of size Table (1) enlists the Monte Carlo approximations of and the corresponding standard errors for all the distinct values of appearing in the sample, which belong to the range and for different values of n. It can be seen that the standard error of the estimate decreases with increase in the sample size.

Table 1: Monte Carlo approximations of and the corresponding standard errors for different values of and *n*

|  |
| --- |
|  0.3491 0.8727 2.4435 3.1416 4.0143  |
|  *Se* *Se* *Se* *Se* *Se* |
| 100 0.0562 0.0230 0.1398 0.0347 0.3896 0.0488 0.5007 0.0500 0.6386 0.0481 |

 1000 0.0562 0.0073 0.1398 0.0110 0.3896 0.0154 0.5007 0.0158 0.6386 0.0152

 10000 0.0562 0.0023 0.1398 0.0035 0.3896 0.0049 0.5007 0.0050 0.6386 0.0048

 100000 0.0562 0.0007 0.1398 0.0011 0.3896 0.0015 0.5007 0.0016 0.6386 0.0015

|  |
| --- |
|  |

 4.3633 4.7124 5.5851 5.9341 6.2832

|  |
| --- |
|  |

 *Se* *Se* *Se* *Se* *Se*

|  |
| --- |
|  |

 100 0.6948 0.0461 0.7509 0.0347 0.8888 0.0315 0.9441 0.0232 1.0000 0.0027

 1000 0.6948 0.0146 0.7509 0.0110 0.8889 0.0030 0.9441 0.0073 1.0000 0.0008

 10000 0.6948 0.0046 0.7509 0.0035 0.8889 0.0010 0.9441 0.0023 1.0000 0.0008

 100000 0.6948 0.0015 0.7509 0.0011 0.8889 0.0001 0.9441 0.0007 1.0000 0.0003

|  |
| --- |
|  |

**3.1.3 Goodness-of-Fit Test for Wind Direction Density and Wind Speed Density**

For wind direction density, we frame our null hypothesis as

H01: The data has come from *l*-modal circular normal distribution

Using the goodness-of-fit test based on the Watson's *U2* Test for circular uniformity, we get the value of the test statistic as.

Whereas the critical value at 1% level of significance has come out to be 0.267. The *p-*value of the test is 0.056 > 0.05. Hence, we accept our null hypothesis H01 and conclude that possibly, the data has come from the *l*-modal circular normal distribution.

Figure (2) shows the e.c.d.f plot for the wind direction data measured at 08:30 a.m. during the Monsoon season for Dibrugarh meteorological station. The plot clearly shows that the *l*-modal circular normal distribution is a good fit to the data on wind direction.

For wind speed density, we frame our null hypothesis to be tested as

H02: The data has come from Generalized Extreme Value population

The Chi-square test statistic and the Kolmogorov-Smirnov test statistic calculated from the data have been found to be

Whereas the critical value of these statistics at 5% level of significance are 7.815 and 0.133 respectively. The p-value for chi-square test is 0.92465623 > 0.05 and that for the Kolmogorov-Smirnov test is 0.999 > 0.05. Hence, we accept H02 and conclude that possibly, the data has come from Generalized Extreme Value distribution.

Figure (3) shows the e.c.d.f plot for the wind speed data measured at 08:30 a.m. during the Monsoon season for Dibrugarh meteorological station. The plot clearly shows that the Generalized Extreme Value distribution is a good fit to the data on wind speed.



Figure 2: e.c.d.f plot for the wind direction data measured at 08:30 a.m. during the Monsoon season for Dibrugarh meteorological station.



Figure 3: e.c.d.f plot for the wind speed data measured at 08:30 a.m. during the Monsoon season for Dibrugarh meteorological station

**3.1.4 Estimation of the Joint Density of Wind Speed and Wind Direction**

Method-I:

We see that the l-modal circular normal density and the Generalized Extreme Value density have been fitted to the wind direction and wind speed respectively and both have come out to be good fit to the respective data sets. The joining circular density has been estimated using Circular Kernel density method with Gaussian Kernel and least-squares cross-validatory bandwidth.

For testing the uniformity of the joint sample of and X, we apply the Watson's U2 circular uniformity test to it. The value of the test statistic has been found to be

Whereas the critical value at 5% level of significance is 0.187. The *p-*value of the test is 0.00 < 0.05. Hence, we reject the hypothesis of uniformity and conclude that the joining circular density is not uniform. This leads us to the rejection of the hypothesis of independence of and *X*. Also, it can be seen that the value of the linear-circular correlation coefficient for this sample is 0.05 and the *p*-value for the test of independence based on this coefficient is 0.017 < 0.05 [4].

This shows that there is a relation between the wind speed and direction measured at 08:30 a.m. during Monsoon season for Dibrugarh meteorological station. Further, figure (4) shows the histogram of the joint sample of and X. It is clear from this figure that the sample has not come from a uniform distribution.



Figure 4: Histogram of the joint sample of wind speed and direction measured at 08:30 a.m. during the Monsoon season for Dibrugarh meteorological station

Method-III:

We first perform the test of independence of wind direction and speed, which is a pre-requisite to the application of this method. As reported in section (3.1.4), under Method-I, the p-value for the test of independence based on this coefficient is 0.017 < 0.05. This means the hypothesis of independence is rejected and so, we cannot apply the third method of estimation of the circular-linear joint density. Figure (5) displays the joint density plot of wind direction and speed.



Figure 5: Joint density plot of wind speed and direction measured at 08:30 a.m. during the Monsoon season for Dibrugarh meteorological station

**3.2 Estimation of the parameters, goodness of fit tests of the marginal and joint densities for the Data set-II:**

**3.2.1 Maximum Likelihood Estimation of Parameters of Wind Direction Density and Ozone Level Density**

The maximum likelihood estimates of and (both measured in radians) of von Mises distribution are

The maximum likelihood estimates of parameters and of the Normal distribution are

**3.2.2 Goodness-of-Fit Test for Wind Direction Density and Ozone Level Density**

For Wind Direction density, the hypothesis to be tested is

H03: The data has come from von Mises distribution

Using the goodness-of-fit test based on the Watson's U2 Test for circular uniformity, we get the value of the test statistic as.

Whereas the critical value at 1% level of significance has come out to be 0.079. The p-value of the test is > 0.05. Hence, we accept our null hypothesis H03 and conclude that possibly, the data has come from the von Mises distribution.

Figure (6) shows the P-P plot of the von-Mises distribution fitted to the wind direction data measured at 06:00 a.m. at four-day intervals at a weather station in Milwaukee. It clearly shows that von Mises distribution is a good fit to the data.

For Ozone Level density, we frame our null hypothesis to be tested as

H04: The data has come from Normal distribution

The Shapiro-Wilk Normality test statistic based on the data has been found to be

The p-value for the test is 0.8605 > 0.05. We thus, accept H04 and conclude that possibly, the data has come from Normal distribution.

Figure (7) displays the Q-Q plot of the Normal distribution fitted to the ozone level data measured at 06:00 a.m. at four-day intervals at a weather station in Milwaukee. It is evident from the graph that the Normal distribution is a good fit to the data.



Figure 6: von Mises P-P plot of wind direction measurement taken at 06:00 a.m. at four-day intervals at a weather station in Milwaukee



Figure 7: Normal Q-Q plot of ozone level measurement taken at 06:00 a.m. at four-day intervals at a weather station in Milwaukee

**3.2.3 Estimation of the Joint Density of Wind Speed and Ozone Level**

Method-I:

The von Mises distribution and the Normal distribution have been found to be the best fit to the data on wind direction and ozone level respectively. The Circular Kernel density method with Gaussian Kernel and least-squares cross-validatory bandwidth has been used to estimate the joining circular density .

The value of the Watson's *U2* circular uniformity test statistic for testing the uniformity of the joint sample of and X has been found to be whereas the critical value at 5% level of significance is 0.187. The *p-*value of the test is 0.00 < 0.05. Hence, we reject the hypothesis of uniformity and conclude that the joining circular density is not uniform. This leads us to the rejection of the hypothesis of independence of and *X*. This is further verified by the observation that the value of the linear-circular correlation coefficient for this sample is 0.522 and the *p*-value for the test of independence based on this coefficient is 0.003 < 0.05. Also, the histogram of the joint sample of and *X* clearly presented in figure (8) shows that it does not belong to the uniform distribution.

Method-III:

Since the application of the third method requires the independence of the linear and the circular variable, we first carry out the test of their independence. As reported in section (3.2.3), under Method-I, the p-value for the test of independence based on this coefficient is 0.003 < 0.05. This indicates the rejection of the hypothesis of independence and so, third method of estimation of the joint density of wind direction and ozone level is not applicable in this case also.

Figure (9) displays the joint density plot of wind direction and ozone level.



Figure 8: Histogram of the joint sample of wind speed and ozone level measured at 06:00 a.m. at four-day intervals at a weather station in Milwaukee

Figure 9: Joint density plot of wind speed and ozone level taken at 06:00 a.m. at four-day intervals at a weather station in Milwaukee

**3.3 Estimation of the parameters, goodness of fit tests of the marginal and joint densities for the Data set-III:**

**3.3.1 Maximum Likelihood Estimation of Parameters of Direction Density and Distance Density**

The maximum likelihood estimates of parameters and (both measured in radians) of the Wrapped Cauchy distribution have been found to be

The maximum likelihood estimates of the parameters and of the normal distribution are

**3.3.2 Goodness-of-Fit Test for Direction Density and Distance Density**

For the direction density, the hypothesis to be tested is

H05: The data has come from Wrapped Cauchy distribution

Using the goodness-of-fit test based on the Watson's U2Test for circular uniformity, we get the value of the test statistic as whereas the critical value at 5% level of significance has come out to be 0.187. The *p-*value of the test is > 0.05. Hence, we accept our null hypothesis H05 and conclude that possibly, the data has come from the Wrapped Cauchy distribution.

Figure (10) depicts the e.c.d.f plot of the Wrapped Cauchy (WC) distribution fitted to the data on direction towards which moved by periwinkles and it is evident from the graph that the WC distribution is a good fit to the data.

For the distance density, the null hypothesis to be tested is

H06: The data has come from Normal distribution

The Shapiro-Wilk Normality test statistic based on the data has been found to be . The *p*-value for the test is 0.2652 > 0.05. We thus, accept H06 and conclude that possibly, the data has come from Normal distribution.

Figure (11) shows the Q-Q plot of the Normal distribution fitted to the data on distance moved by periwinkles. It is clear from the graph that the Normal distribution is a good fit to the given data.



Figure 10: e.c.d.f plot for the data on direction towards which moved by the periwinkles on moving them down shore from the height at which they normally live



Figure 11: Normal Q-Q plot for the data on distance moved by the periwinkles on moving them down shore from the height at which they normally live

**3.3.3 Estimation of the Joint Density of Direction and Distance Density**

Method-I:

The Wrapped Cauchy distribution and the Normal distribution have been found to be the best fit to the data on direction towards which moved and the distance moved, respectively. The joining circular density has been estimated using Circular Kernel density method with Gaussian Kernel and least-squares cross-validatory bandwidth.

The value of the Watson's *U2* circular uniformity test statistic for testing the uniformity of the joint sample of and X has been found to be

Whereas the critical value at 5% level of significance is 0.187. The *p-*value of the test is 0.00 < 0.05. Hence, we reject the hypothesis of uniformity and conclude that the joining circular density is not uniform. This leads us to the rejection of the hypothesis of independence of and *X*. It can further be verified by observing that the value of the linear-circular correlation coefficient for this sample is 0.2935 and the *p*-value for the test of independence based on this coefficient is 0.008 < 0.05.

Figure (12) which presents the histogram of the joint sample of direction and distance moved by the periwinkles also justifies the claim that the population which the sample comes from is not uniformly distributed.



Figure 12: Histogram of the joint sample of direction and distance moved by the periwinkles on moving them down shore from the height at which they normally live

Method-III:

Since the application of the third method requires the independence of the linear and the circular variable, we first carry out the test of their independence. As reported in section (3.3.3), under Method-I, the *p*-value for the test of independence based on this coefficient is 0.008 < 0.05. This indicates the rejection of the hypothesis of independence of the direction and distance moved and so, third method of estimation of their joint density is not applicable in case of the data set-III,Figure (13) shows the joint density plot of the direction and distance moved.

Figure 13: Joint density plot of the direction and distance moved by the periwinkles on moving them down shore from the height at which they normally live

**7. Summary and Discussion**

This paper mainly attempts to compare the methods of estimation of joint density of a circular and a linear variable using three real life data sets. One of the data sets consist in observations on wind direction and speed; the second data set contains observations on wind direction and ozone level and the third data set comprises of observations on direction towards which moved and distance moved by periwinkles. Both the methods of estimation of the joint density of a circular and a linear variable call for the estimation of their marginal densities. So, their estimation has been done and the goodness-of-fit tests have also been performed. Therein, under the first data set, we have carried out the maximum likelihood estimation of the parameters of the *l*-modal circular normal density and approximation of its distribution function with the help of Monte Carlo method, which comes out to be a good fit to the data on wind direction. Furthermore, the first method of joint density estimation (Method-I) enables one to use the theory of Copula function to explore the relationship between the linear and circular variable. The test of uniformity of the circular joining density based on Copula function, in case of all the three data sets reveal that there is an association between the circular and linear variable under consideration. The result has been verified by tallying it with the value of the linear-circular correlation coefficient in each case. Method-III could not be applied to any of the data sets because the linear and circular variable is independent in neither of these cases, which is the necessary for the application of this method. As far as the Method-II is concerned, it has been ruled out at the very outset because the form in which the data arise doesn’t allow the application of this method.

Thus, in the end, it can be concluded that the first method viz. Method-I of the circular-linear joint density estimation is superior as compared to the method-III (and also, method-II) because it does not require any condition to hold good for its application and also, the circular joining density via the theory of Copula function can be used to assess the dependence between the variables, without having to calculate a correlation coefficient separately.
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