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Abstract: The association between bivariate binary responses has been studied 

using Pearson’s correlation coefficient, odds ratio, and tetrachoric correlation 

coefficient. This paper introduces a copula to model the association. Numerical 

comparisons between the proposed method and the existing methods are presented. 

Results show that these methods are comparative. However, the copula method 

has a clearer interpretation and is easier to extend to bivariate responses with three 

or more ordinal categories. In addition, a goodness-of-fit test for the selection of a 

model is performed. Applications of the method on two real data sets are also 

presented. 

 

Key words: Clayton copula; Frank copula; Maximum likelihood estimation; Odds 
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1. Introduction 

When studying bivariate distributions, identifying and modeling the association structure 

between correlated variables is crucial. This paper focuses on modeling the dependence 

between the bivariate binary variables by using a copula. Due to Sklar’s theorem, copulas are 

usually applied to model continuous data, and a discrete multivariate distribution has a copula 

that is uniquely determined only up to the support of the marginal distributions. Consequently 

this raises issues regarding the uniqueness of the copulas. We refer the reader to Genest and 

Neslehova [1] and Swihart, Cao, and Ciprian [2] and references therein for more discussions.  

Let z denote a finite dimensional covariate vector. Suppose that two binary random 

variables X and Y have the following joint probability mass function, 

{
 P(𝑋 = 0, 𝑌 = 0|z) =  𝑝00(z),       P(𝑋 = 0, 𝑌 = 1|z) =  𝑝01(z),

 P(𝑋 = 1, 𝑌 = 0|z) =  𝑝10(z),       P(𝑋 = 1, 𝑌 = 1|z) =  𝑝11(z),
                       (1) 

and the marginal probability mass functions  
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{
𝑃(𝑋 = 0|z) =  𝑝0(z), 𝑃(𝑋 = 1|z) =  𝑝1(z),
𝑃(𝑌 = 0|𝑧) =  𝑞0(𝑧), 𝑃(𝑌 = 1|𝑧) =  𝑞1(𝑧),

                                        (2) 

It is common in practice that observations are obtained individually from X and Y , and thus 

marginal probabilities 𝑝1 and 𝑞1 can be estimated. To suppress notations we will sometimes 

omit z. Commonly used estimates of the association include Pearson’s correlation coefficient, 

Kendall’s τ, and Spearman’s ρ, among others. In the past decades various efforts have been 

made in order to model the joint probabilities based on marginal probabilities and some 

correlation index. We briefly describe them below. Suppose that for a given covariate vector z a 

logistic equation is used to model the marginal probabilities:  

logit [𝑝1(z)] = β1
′
z     and    logit[𝑞1(z)] =  β2

′
z. 

 Prentice [3] used Pearson’s correlation coefficient ρ = Corr(X, Y ) to determine the joint 

probability 

𝑝11 = 𝑝1𝑞1 + 𝜌√𝑝1𝑝0𝑞1𝑞0; 

 Dale [4] and Palmgren [5] employed the odds ratio φ =
𝑝11𝑝00

𝑝10𝑝01
  to characterize the joint 

probability 

𝑝11 = {
𝑎 − √𝑎 + 𝑏 ,                𝑖𝑓 𝜑 ≠ 1,
  𝑝1𝑞1,                            𝑖𝑓 𝜑 = 1 ,

 

where a =1+(𝑝1 + 𝑞1)( φ − 1) and b = −4φ(φ− 1) 𝑝1𝑞1; 

 Cessie and Houwelingen [6] considered the tetrachoric correlation and set 

𝑝11 = 𝑃(W1 ≤ Φ−1(𝑝1),  W2 ≤ Φ−1(𝑞1))

         = ∫ ∫ 𝜙(𝑡1, 𝑡2, 𝜌)𝑑𝑡1𝑑𝑡2,
Φ−1(𝑞1)

−∞

Φ−1(𝑝1)

−∞

 

where (W1, W2) has standard bivariate normal probability density 𝜙 with the correlation 

coefficient ρ, and Φ is the univariate standard normal distribution function. In this 

model the existence of latent variables is implicitly assumed.  

Note that after the marginal probabilities 𝑝1  and 𝑞1  are obtained, the entire joint 

probabilities of the two binary variables are uniquely determined once 𝑝11 is attained. As being 

pointed out by many authors, the Pearson correlation coefficient is not a good dependence 

measure in this case because its range may be very narrow when the marginal parameters are 

different (McDonald [7]). So, we will only consider the odds ratio and the tetrachoric 

correlation models in this paper. For convenience we call ρ and φ association parameters, since 

they determine the joint distribution and hence the association between the binary variables. 
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There are discussions in the literature about the use of copulas to model the dependence and 

joint probability of bivariate binary variables. By our knowledge most existing studies assume 

that the copula is independent of covariates, which might not be true in practice. In this paper 

we consider that besides the marginal distributions the copula is affected by the covariates as 

well. The organization of the paper is as follows. Section 2 introduces copula models and 

related back-ground. Model selection is given in Section 3. Applications to two real data sets 

are presented in Section 4. Concluding remarks and comments are provided in Section 5. 

Detailed mathematical computation of the maximum likelihood estimation is given in 

Appendix. 

 

2. Copula models 

Suppose that a random vector (𝑊1, 𝑊2) has joint distribution function F. Let F1 and F2 denote, 

respectively, the marginal distribution functions of 𝑊1 and 𝑊2. If there exists a function C(u, v) 

such that  

F (𝑤1, 𝑤2)= C(𝐹1(𝑤1), 𝐹2(𝑤2)) , for all 𝑤1 and 𝑤2, 

then C(u, v) is called the copula of (𝑊1, 𝑊2).  

Since the choice of copula is independent of marginal distributions, it provides us with a 

convenient way to impose an association structure on marginal distributions. In the past two 

decades, copula has become a common tool for modeling association in biomedicine, survival 

analysis, financial engineering and econometrics, etc. A large number of excellent applications of 

copulas can be found in the literature. See for example, Shih and Louis [8], Wang and Wells [9], 

Wang [10] and Lakhal-Chaieb [11].  

Two of the most popular copulas are Clayton copula (Clayton [12]) and Frank copula (Frank 

[13]). Clayton copula takes the form 

 

𝐶α(𝑢, 𝑣) = ( 𝑢−𝛼  +  𝑣−𝛼  −  1)−1/𝛼 ,     𝑢, 𝑣 ∈  (0, 1), 

where α > −1 and α = 0, and Frank copula is defined by 

𝐶α(𝑢, 𝑣) = −
1

𝛼
𝑙𝑜𝑔 (1 +

(𝑒−𝛼𝑢 − 1)(𝑒−𝛼𝑣 − 1)

𝑒−𝛼 − 1
) , 𝑢, 𝑣 ∈ (0,1), 

where α ≠ 0. For the above two copulas α is called the association parameter. Actually, for 

Clayton copula, Kendall’s  can be obtained as a function of α by 

 

and for Frank copula it is 
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It is seen that for both Clayton copula and Frank copula Kendall’s  is monotone with 

respect to the association parameter α, and they both can model the pair of random variables 

with either positive or negative association. To select a copula we in the beginning studied five 

commonly used copulas (Clayton, Frank, Gumbel, AMH and independent copulas) and then 

narrowed down to Clayton and Frank copulas based on the mathematical tractability, the 

interpretability in statistics, our data, and the maximum likelihood principle. So from now on 

we only discuss Clayton and Frank copulas. In the Appendix we use Clayton copula as an 

example to illustrate the procedure of maximum likelihood principle. For more on copulas and 

measures of association, we refer readers to Nelsen [14]. Spearman’s ρ was studied as well. 

Similar to Kendall’s , Spearman’s ρ contains an association parameter and the ρ is strictly 

increasing in the parameter for both Clayton and Frank copulas. So in terms of this property 

Kendall’s  and Spearman’s ρ are alike. However, since Kendall’s  is more convenient to use 

because of its explicit expression between the  and the association parameter, we shall from 

now on focus on Kendall’s   alone.  

Let 𝐶α(z)(𝑢, 𝑣) denote Clayton or Frank copula, where 𝑢, 𝑣 ∈ (0,1), and the association 

parameter α(z) is a function of the covariate vector z. Then, in terms of  𝑝1(𝑧), 𝑞1(𝑧) and 𝐶α(z), 

the probability  𝑝11(𝑧) is determined by 

𝑝11(𝑧)= 𝐶α(z)(𝑝1(𝑧), 𝑞1(𝑧)).                                             (3) 

As a consequence, other joint probabilities 𝑝01, 𝑝10 and 𝑝00 can be obtained by 𝑝1, 𝑞1 and 

𝑝11.  

 

3. The MLE and model selection 

Two criteria were employed to help select a model: the maximum likelihood principle, i.e., 

the model that achieves the largest likelihood is selected, and a goodness-of-fit test. Remember 

that we shall only consider four models: odds ratio, tetrachoric correlation, Clayton copula, and 

Frank copula. We first formulate the likelihood. For the copula model, since the copulas under 

study contain one parameter α and the association between the bivariate variables is 

characterized by the copula, it is assumed that the copula (or the association) is affected by the 

covariates through α. Thus, the following three equations completely determine the joint 

distribution of the underlying bivariate binary variables. 

{

logit[𝑝1(z)] = 𝛽1
′𝑧,

logit[𝑞1(z)] = 𝛽2
′ 𝑧,

             ℓ(𝑧) = 𝛽3
′ 𝑧,

                                              (4) 
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where ℓ(𝑧) is a link function, and β1, β2 and β3 are the corresponding coefficient vectors of 

z. For Clayton copula model, ℓ(𝑧) = log(1 + α(z)); for Frank copula model, ℓ(𝑧)= α(z); for the 

odds ratio model ℓ(𝑧) = log φ(z); and for the tetrachoric correlation model ℓ(z) = log
1+ρ(z)

1−ρ(z)
. It 

should be mentioned that the choice of the link function in each model is not unique. Note that 

once a sample of data is provided, the MLEs β̂𝑖 ’s of β̂𝑖 ’s in (4) can be obtained, and 

consequently the estimate of 𝑝1(𝑧) , 𝑞1(𝑧)  and α(𝑧)  (hence 𝑝11(𝑧) ) can be obtained. For 

convenience, we shall call the first two equations in (4) marginal probability equations and the 

third association equation.  

Suppose (𝑋1, 𝑌1), ···, (𝑋𝑛, 𝑌𝑛) are i.i.d. discrete random pairs with joint probability mass 

function in (1) determined by (4). Denote z𝑖 the vector of covariates corresponding to (x𝑖, y𝑖). 

Then, the log-likelihood function takes the form 

                                                 
(5) 

where 

 
and 

 
The maximum estimator of θ is 

𝜃  =  argmax ℒ(𝜃;  𝑥, 𝑦, 𝑧).                                         (6) 

Generally, the optimization problem (6) has no analytic solution, and thus 𝜃  has to be 

numerically achieved by solving the following likelihood equations 

                                                 (7) 

where 

 
and 
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The estimated covariance matrix of the MLE 𝜃 of θ is given by 

 
using the inverse of Fisher’s information matrix evaluated at 𝜃.  

In general, the log-likelihood function and likelihood equations can be rather complicated 

and do not have explicit expressions. However, the likelihood equations with Clayton copula do 

have explicit forms, which are presented in Appendix.  

In order to select a suitable model (odds ratio, tetrachoric, or a copula) to fit a data set, we 

used the maximum likelihood principle, i.e., the model that achieves the largest likelihood is 

considered to be selected. The calculation is based on the log-likelihood equation (5). In 

addition, a goodness-of-fit test was also used to help select a model. Since these three types of 

models only differ from each other in the associate equation in (4), to compare their 

performance, it suffices to test the hypotheses about 𝑝11. For instance, for a copula model the 

hypotheses are  

𝐻0 : 𝑝𝑖𝑗(𝑧) = 𝐶α(z)(𝑝1(𝑧), 𝑞1(𝑧)), for all z, 

versus  

𝐻1 : 𝑝𝑖𝑗(𝑧) ≠  𝐶α(z)(𝑝1(𝑧), 𝑞1(𝑧)), for some z. 

Using the expressions of  𝑝11 in terms of the odds ratio and tetrachoric correlation models 

in Section 1, one can write similar hypotheses for the odds ratio and tetrachoric correlation 

models. This test can be done by implementing the classical Pearson’s χ2 test. In particular, 

suppose the covariate vector z is m dimensional and each component has r𝑖 possible values, i 

=1, ··· ,m. Then, there are a total of  r𝑖 = ∏𝑖=1
𝑚 r𝑖  different subgroups with corresponding 

covariates z𝑘, k =1, 2,...,r. As an example, if  m = 2, z1 has r1=2 categories (male, female), and 

z2 has r2 = 3 categories (teacher, worker, farmer), then there are r =2 × 3 = 6 subgroups with 

corresponding covariates z1=(male, teacher), ··· , z6=(female, farmer). With these notations the 

Pearson’s  χ2-statistic is 
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with 3r degrees of freedom, where 𝑂𝑖𝑗 denotes the observed frequency and 𝐸𝑖𝑗 the expected 

frequency, i, j =0, 1. A large value of the test statistic is evidence against the null hypothesis. 

We must point out that if there are continuous covariates they need to be discretized before 

performing the goodness-of-fit test. As will be seen in Section 4 below, in which two data sets 

are analyzed by using the maximum likelihood principle and the goodness-of-fit test, for 

Colliers data, Clayton copula is selected and for Chronic bronchial reaction data, Frank copula 

is preferred. 

 

4.  Two applications 

In this section, we employ the copula model to analyze two real data sets of binary 

responses and compare the results with those obtained from the tetrachoric correlation model 

and the odds ratio model. 

 

4.1 Colliers data 

The data in Table 1 is from Palmgren [5] and was first presented by Ashford and Sowden 

[15]. This table contains frequencies of two self-reported symptoms of pneumoconiosis, 

breathlessness and wheezing, among working coal miners in Britain in a survey of the National 

Pneumoconiosis Field Trial (Fay [16]). The respondents are grouped by age and classified into 

nine equally spaced five-year age groups. A covariate is used for the age groups (the second 

column in Table 1).  

Table 1: UK coalminers classified by age and self-reported symptoms 

 
 

Table 2: Log-likelihoods for copula models 
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than Frank copula, so between these two Clayton copula seems more suitable for this data. 

In addition, the likelihood values of Clayton and Frank copulas are presented in Table 2. We 

find that Clayton copula has a larger log-likelihood, although the difference is small. Based on 

the above two points, Clayton copula is preferred.  

Table 3 below contains the MLE of the parameters in equations (4) for all three models 

under study. A score test was used to obtain the p-values. In this table, Breathlessness 

represents the first logistic equation for marginal probability 𝑝1, Wheeze represents the second 

logistic equation for marginal probability  𝑞1 , and Association represents the correlation 

equation for a corresponding model.  

As expected, the estimations of corresponding regression parameters of the marginal 

probabilities among the three models are nearly identical. Although the log-likelihood of the 

copula model is slightly smaller than those of the other two models, we still prefer Clayton 

model to the other two models for the reason that Clayton copula presents a simple, convenient 

connection between α (hence Kendall’s  ) and covariates z by equation (4), which helps 

interpret the result. For example, in Table 3 the estimated slope 0.0832 of the association 

equation parameter of Clayton copula is significantly positive, which implies that the 

association between 

Table 3: Parameters estimations for Colliers data 

 
Breathlessness and Wheeze increases as the coal miners get older. That is, the two symptoms will have a 

higher probability to occur simultaneously as the age of a coal miner grows. Comparing to Clayton 

model, the odds ratio and tetrachoric correlation models do not have this straightforward interpretation.  

To perform the goodness-of-fit test, we used the cross validation method. Let us take Clayton copula 

as an example to explain the procedure. The entire data set is composed of 9 age groups. There are 1952 
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subjects in group 1 (age 20-24). We imagine that these 1952 subjects are labeled from 1 to 1952; the 

second group has 1791 subjects and are labeled from 1953 to 3743 (1952+1791). Continuing doing this 

for all other seven age groups labels all subjects from 1 to 16122.  

Step 1. Equally divide the entire data into 20 sub-groups, roughly 806 subjects in each sub-group. 

Subjects in each sub-group are selected randomly by tag numbers from 1 to 16122, like non-

replacement lottery numbers. The first 806 random numbers constitute sub-group 1, and the 

second 806 constitute sub-group 2, etc. For each of the elements in sub-group 1, identify where it 

was in the original data. Therefore, sub-group 1 is a random subset of Table 1, the original data set. 

Similarly, all the other 19 sub-groups are random subsets of Table 1. 

Step 2. Use one of the sub-groups to find the MLE of p𝑖𝑗  based on (3) and the other 19 sub-groups as test 

data sets. Thus, the χ2 goodness-of-fit test generates 19 p-values. Repeat it for every sub-group.  

We have done the above for 20, 35, and 50 equally divided sub-groups for Clayton copula, odds 

ratio, and tetrachoric correlation models. The result was that around 85% of the p-values were greater 

than 0.10 consistently across all three models and all three different number of sub-groups. Our thoughts 

on why 15% of the models did not pass the test include (a) the link function in equation (4) might not be 

appropriate and (b) more covariate(s) may be needed; “age” alone is not enough. A more precise 

comparison among the models has to be done by simulation studies. We will conduct the research in the 

future. 

 

4.2 Chronic bronchial reaction to dust 

Table 4 contains a summary of the data presented in Tutz [17]. The research was supported 

by the German Research Foundation. The objective of the research was focused on chronic 

bronchitis and dust concentration in order to determine the safe limits for the dust exposure in 

the workplace. All data were collected among the employees of a Munich factory (1246 

employees) between 1960 and 1977. Each employee in the data had two responses: chronic 

bronchial reaction (yes or no) and smoking status (smoking or nonsmoking) along with two 

covariate variables: the concentration of dust z1 in the workplace and the years of exposure to 

dust  z2. Both z1 and z2 are classified into four subgroups each. We use the midpoint of each 

interval (subgroup) as the covariate value. 

Table 4: Chronical bronchial reaction to dust 

 
The likelihood comparison in Table 5 shows a slightly larger value for Frank copula. 

Meanwhile, as mentioned before Frank copula has no tendency for either positive or negative 

 

 



 

470                    Copula-based Logistic Regression Models for Bivariate Binary Responses 

 

Table 5: Log-likelihoods of various copula models 

 
association. Thus, we select Frank copula to fit this data. Table 6 below presents the maximum 

likelihood estimations of the regression coefficients of equations (4) and their corresponding p-

values using the traditional score test. 

Note that in the association equations of all three models the estimated regression 

coefficient of z1 (dust concentration) is positive with a p-value around 0.05. It shows some 

evidence that the association between smoking and chronical bronchial reaction to dust gets 

stronger as the concentration of dust in the working place grows.  

As far as the goodness-of-fit test is concerned, the data set was equally divided into 4, 6, 

and 8 sub-groups. The result was similar to that of the previous example in terms of the test 

rejection rate for all three models. Therefore, the conclusion is that Frank copula, odds ratio, 

and tetrachoric correlation models are competitive for modeling this data set. 

 

5. Discussion and concluding remarks 

A copula procedure is introduced to model the correlation of two binary variables.Although 

numerical examples indicate that the copula method does not outperform the existing odds ratio 

model or tetrachoric correlation method, the copula-based method has the advantage of 

extending easily to handle any discrete bivariate responses.  

Pearson’s correlation coefficient ρ describes only the linear relationship be-tween two 

variables. That is, two variables can have a value of ρ nearly zero, although they are perfectly 

quadratically related. By contrast, odds ratio and copula models do not suffer from such a 

problem, and instead they can describe all types of association. In terms of this, copula and 

odds ratio models are more practical than Pearson’s correlation coefficient model. Although we 

are restricting ourselves to the Archimedean family of copulas (McNeil et al [18]), the family 

covers a wide range of copula selections and thus is capable of capturing various association 

structures. Meanwhile recall that the tetrachoric correlation model uses a pair of bivariate 

normally distributed variables to model the joint probability 𝑝11, so  it is less flexible in practice. 
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Table 6: Estimations of parameters 

 
According to McDonald [7], the MLE's of 𝛽1 and 𝛽2  obtained through the Pearson's 

correlation coefficient model or  through the odds ratio model are comparative, none of the 

models are superior to the other. Cessie and Houwelingen [6] compared the odds ratio model 

and the tetrachoric correlation model using a data set in Verloove and Verwey [19], and showed        

similar results. Meanwhile, our calculations indicated that the MLE’s of 𝛽1 and 𝛽2 obtained        

by copula models considered in this paper do not outperform the MLE’s by either the odds ratio 

model or the tetrachoric correlation model for bivariate binary data. Therefore, for  binary data  

all these models are competitive. However, when variables are ordinal with three or more 

categories, copula models can be adopted straightforwardly to characterize the association  just 

like in the bivariate case, while the odds ratio model is less convenient in this scenario although 

doable  by using some transformations (McCullagh and Nelder [20] and Liang et al. [21]). 

When  Kendall's  or Spearman's 𝜌 is used to measure the strength of association between 

two binary variables, copula models can provide  an explicit expression between the covariates 

and  Kendall's  or Spearman's 𝜌. Clayton copula is a typical example. This explicit expression 

can help us study  more properties of the variables. By contrast, the odds ratio and other models 

are not as convenient as copula models in this regard. 

 

Likelihood equations in Clayton copula model  

Recall that the  association structure of  Clayton copula  is 

𝐶α(𝑢, 𝑣) = ( 𝑢−𝛼  +  𝑣−𝛼  −  1)−1/𝛼 ,     𝑢, 𝑣 ∈  (0, 1),     α > −1 
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Based on equations (4) we denote 

 

Then, d=3m and 

θ′ = (θ1, … , 𝜃𝑑) = (𝛽1,1, … , 𝛽𝑚,1, 𝛽1,2, … , 𝛽𝑚,2, 𝛽1,3, … , 𝛽𝑚,3) 

Let L(x) = 
e𝑥

1+e𝑥. Then, for the log-likelihood function (5), 

 

The elements of the likelihood equation (7) have the explicit forms: 

and  for j=1,…,m, the components of the jth column of D𝑖(𝜃) are  
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for j = m + 1,…,2m, 

 
and 

 
for j = 2m + 1 ,…,3m. 
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