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Abstract

Image registration techniques are used for mapping two images of the same scene or image
objects to one another. There are several image registration techniques available in the literature
for registering rigid body as well as non-rigid body transformations. A very important image
transformation is zooming in or out which also called scaling. Very few research articles address
this particular problem except a number of feature-based approaches. This paper proposes a
method to register two images of the same image object where one is a zoomed-in version of
the other. In the proposed intensity-based method, we consider a circular neighborhood around
an image pixel of the zoomed-in image, and search for the pixel in the reference image whose
circular neighborhood is most similar to that of the neighborhood in the zoomed-in image with
respect to various similarity measures. We perform this procedure for all pixels in the zoomed-in
image. On images where the features are small in number, our proposed method works better
than the state-of-the-art feature-based methods. We provide several numerical examples as well
as a mathematical justification in this paper which support our statement that this method
performs reasonably well in many situations.

Keywords local similarity; non-rigid body transformation; scaling transformation; similarity
measure

1 Introduction
In image processing literature, image registration is a method that is widely used for mapping
one image to another. When we capture two pictures of the same image object, they are usually
not aligned perfectly, i.e., they do not match perfectly pixel by pixel. Because of the difference
in the position of the camera, and many other practical reasons, this occurs often. Therefore,
it is meaningless to compare these images unless we align them properly. Typically, it is the
process of estimating a function, which when applied to one image yields the other image. Now-
a-days, imaging techniques are common in many fields such as medical diagnosis (Oliveira and
Tavares, 2014; Sotiras et al., 2013; Pluim et al., 2003), monitoring of health and manufacturing
processes (Matabosch et al., 2005; Špiclin et al., 2011), and so on. In all these applications, we
are interested in comparing two or more images. To accomplish this in a reasonable way, we
need to register relevant images effectively. Hence, with widely growing applications of imaging
techniques, image registration has become an important research problem.

In literature, various methods of image registration (Brown, 1992; Wyawahare et al., 2009;
Zitova and Flusser, 2003) are discussed. Depending on the nature of transformation, there are
mainly two types of registration: registration of rigid body transformation (Hill et al., 2001; Ash-
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Figure 1: (a) ‘Cameraman’ reference image, (b) image rotated clockwise by 10o, (c) zoomed
version of (a).

burner and Friston, 2007; Pataky et al., 2008; Eddyy et al., 1996) and registration of non-rigid
body transformation (Crum et al., 2004; Gaens et al., 1998; D’agostino et al., 2003). Rigid-body
transformation includes translation (De Castro and Morandi, 1987; Wolberg and Zokai, 2000),
rotation (De Castro and Morandi, 1987; Reddy and Chatterji, 1996; Alpert et al., 1990), reflec-
tion etc., whereas non-rigid body transformation includes shearing, elastic transformation etc.
Among these, rigid-body transformation is most commonly used in many applications such as
medical diagnostics. Depending on the nature of mapping used in registration, there are var-
ious types of registration procedure, c.f., registration based on image features (Qiu and Xing,
2013), intensity-based registration (Xing and Qiu, 2011), and many more. However, most meth-
ods in literature do not consider the fact that the two images may not be zoomed to the same
extent.

It may happen sometimes that two images are zoomed unequally due to varying distance
of the camera lens from the same image object or artificially zooming of the image object in
one image to get a closer look of the image object. Therefore, if we have two images where one
is a zoomed-in version of the other, then it poses before us the problem of registration which
will enable us to compare the images in future. The images in Figure 1 are examples of various
transformations such as translation, rotation and zooming-in of images.

Although there is a number of feature-based methods in the literature addressing the issue of
zooming transformations, but direct intensity-based image registration approaches for addressing
zooming are not easy to find. Image features are important characteristics of images, such as
edges, corners, texture patterns, intensity gradients, and so forth. Image features are visually very
prominent in most real-life images. There are several state-of-the-art feature matching algorithms
in the literature, viz., Scale Invariant Feature Transform (SIFT) (Lowe, 2004), Speeded Up
Robust Features (SURF) (Bay et al., 2008), Oriented Fast and Rotated Brief (ORB) (Rublee
et al., 2011), Binary Robust Invariant Scalable points (BRISK) (Leutenegger et al., 2011), KAZE
(Alcantarilla et al., 2012), Accelerated-KAZE (AKAZE) (Alcantarilla and Solutions, 2011) to
name a few. In these feature-based registration techniques, one first matches the features of
the image using the above-mentioned algorithms and then create the registered image using
RANSAC (Derpanis, 2010) algorithm. Recently, Das et al. (2024) propose an edge-based image
registration method for zooming transformation which requires explicit detection of edges at the
beginning of the image registration procedure.
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In this paper, we consider two images of equal resolution where one is a zoomed version
of the other, and propose an intensity based method to register them. The central idea of this
procedure is that, if we select a pixel in the zoomed-in image and consider a neighborhood around
it, then we might find a similar neighborhood in the reference image. But, that neighborhood
would be at a distant place compared to the zoomed-in image. Therefore, we construct our
method in such a way that, corresponding to a certain neighborhood of a pixel in the zoomed-in
image, it can find a similar neighborhood and corresponding pixel in the reference image. One
major advantage of the proposed method is that it is very simple in its construction, and it does
not require explicit detection of image features, such as edges, unlike the recent method proposed
by Das et al. (2024), and many other popular feature-based techniques in the literature.

Primary contributions of this paper:
• It proposes an intensity-based image registration procedure for zooming transformation.

Local similarity matching is the central idea behind the proposed method.
• The proposed method works on nearly all types of images that we encounter in practice,

whereas the popular feature-based registration methods fail to work if the number of promi-
nent image features are low.

• The proposed idea of local similarity matching is simple to understand and implement.
• Adapted versions of the central idea of local similarity matching can be used to develop many

other techniques in data science.
In this paper, we describe our proposed registration method in Section 2, and provide its

theoretical justification in Section 3. Section 4 presents our numerical studies. In Section 5,
we compare our method with some state-of-the-art methods. We conclude by providing a few
remarks on this method in Section 6.

2 Proposed Image Registration Procedure

2.1 Assumptions

In this paper, we consider zooming is the only transformation of the image object. Translation
and rotation of the image object are not considered in this paper. Moreover, we assume that
the true image intensity function of the background of the image is constant. The resolutions
of both the images i.e., reference and zoomed images are same, although the last assumption is
not critical.

2.2 Description of the Problem

We have two images of the same object or scene. One is the actual image, we call the reference
image, and the other one is the zoomed version of the reference image. Our goal is to register
these two images i.e., we want to find an one-to-one mapping between these two images or in
other words, we want to derive a mathematical function such that once we put the function on
one image it will return the other image.

First, we briefly describe the zooming process. A specific region (e.g., the center of the
image) of the image is being selected as target region for zooming. Then that region is being
zoomed while keeping the resolution same as that of the reference image.



4 Das, S. and Mukherjee, P. S.

Figure 2: (a) Zoomed image, (b) Reference image.

2.3 The Proposed Image Registration Procedure

We propose the following steps for performing the registration procedure for zooming:
Step 1: For a given pixel (x, y) in the zoomed image, we consider a circular neighborhood of
radius r1 around that pixel, denoted as O(x, y, r1).
Step 2: Then, in the reference image, around the same coordinates as that given pixel, we
consider a circular neighborhood of radius r2, denoted as O(x, y, r2), where, r2 � r1. For any
pixel (x1, y1) in that neighborhood O(x, y, r2), we consider a circular neighborhood of radius r1

around (x1, y1), denoted as O(x1, y1, r1).
Step 3: Next, we compare the two neighborhoods, i.e., O(x, y, r1) of zoomed image, and all
possible choices of O(x1, y1, r1) corresponding to the reference image on the basis of three mea-
sures: mean square difference (MSD), mean absolute difference (MAD) and correlation (CC) and
choose the neighborhood O(x1, y1, r1) of the reference image which is most similar to the neigh-
borhood O(x, y, r1) of the zoomed image with respect to these three measures. Subsequently we
map the pixel (x, y) of the zoomed image to that (x1, y1) of the reference image. These three
measures are defined below:

MSD((x1, y1); (x, y)) = 1

N

∑
(IR(x1 + s, y1 + t) − IZ(x + s, y + t))2,

MAD((x1, y1); (x, y)) = 1

N

∑
|IR(x1 + s, y1 + t) − IZ(x + s, y + t)|,

CC((x1, y1); (x, y)) =
∑

(IR − ĪR)(IZ − ĪZ)√∑
(IR − ĪR)2

√∑
(IZ − ĪZ)2

,

where all the above summations are taken over the set {(s, t) : (x1 + s, y1 + t) ∈ O(x1, y1, r1)}, N

is the number of pixels in O(x1, y1, r1), I(.)(a, b) denotes the intensity of the image pixel (a,b),
R denotes the reference image, and Z denotes the zoomed image. Therefore, the transformed or
mapped pixels are as follows:

arg min
(x1,y1)∈O(x,y,r2)

MSD((x1, y1); (x, y)),

arg min
(x1,y1)∈O(x,y,r2)

MAD((x1, y1); (x, y)),
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argmax
(x1,y1)∈O(x,y,r2)

CC((x1, y1); (x, y)),

corresponding to the measures MSD, MAD and CC, respectively. There are two tuning pa-
rameters of this procedure which are radii r1 and r2 of the neighborhoods. Performance of this
procedure depends highly on the selection of these parameters. In the next section, we address
the selection process of these parameters.

2.4 Selection of the Procedure Parameters
In the procedure described above, r1 is the radius of the neighborhood O(x, y, r1) corresponding
to some pixel (x, y) of the zoomed image and r2 is the radius of the neighborhood O(x, y, r2)

corresponding to the same pixel of the reference image. We use trial and error method to select
r1 and r2. We find the mapping for some possible choices of r1 and r2 and create the registered
version of the zoomed image. After that we compare the similarity between the reference image
and the registered version of the zoomed image on the basis of MSD. Then we select those values
of r1 and r2 for which MSD(Z, R, r1, r2) is minimized, i.e.,

(r1, r2) = arg min
r̃1,r̃2

∑
(x,y)

(IG(x, y, r̃1, r̃2) − IR(x, y))2,

where IG(x, y, r̃1, r̃2) is the intensity of the pixel (x, y) of registered version of the zoomed image,
and r̃1 and r̃2 are the parameters used for the registration procedure.

3 Theoretical Justification
Proposition. Let (x, y) be an edge pixel of an image of resolution n × n and there is a zoomed
version of the same image. In the zoomed image, the pixel (x, y) has moved to (x1, y1), where
x1 = x + c1 and y1 = y + c2, (c1, c2) ∈ R

2. When we apply our feature mapping procedure with
window widths r1 and r2 to register these two images, then (x1, y1) in the zoomed image is being
mapped to (x2, y2) in the registered image. If n → ∞ and r2 → ∞ such that r2/n → 0, then

1

n2
[(x2 − x)2 + (y2 − y)2] P−→ 0,

where P−→ denotes convergence in probability.

Proof. Fix any small ε > 0. Using Markov’s inequality,

P

[
1

n2
{(x2 − x)2 + (y2 − y)2} > ε

]
� 1

ε
E

[
1

n2
{(x2 − x)2 + (y2 − y)2}

]
.

Therefore,

E(x2 − x)2

n2ε
= E[x2 − E(x2) + E(x2) − x]2

n2ε
= V (x2) + (E(x2) − x)2

n2ε
. (1)

Next, we find upper bounds for V (x2) and (E(x2) − x)2. We first consider two scenarios where
V (x2) and (E(x2) − x)2 are extreme. Let, in the neighborhood of width r2, x2 has realizations
(x1 − r2), (x1 − r2 + 1), . . ., (x1 − 1), x1, (x1 + 1), . . ., (x1 + r2 − 1), (x1 + r2). In the first scenario,
(2r2 +1) realizations are distributed as follows. Here, r2 realizations are at (x1 − r2), 1 realization
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at x1 and r2 realizations at (x1 + r2). In this case, E(x2) = x1 and V (x2) = 2r2
3/(2r2 + 1). In

the second scenario, all (2r2 + 1) realizations are at (x1 + r2). Therefore, in this case, E(x2) =
(2r2 + 1)(x1 + r2)/(2r2 + 1) = (x1 + r2). Hence, from Eqn. (1), under the given conditions,

V (x2) + (E(x2) − x)2

n2ε
� 2r2

3

(2r2 + 1)n2ε
+ (x1 + r2 − (x1 − c1))

2

n2ε
→ 0.

Similar result can be proved for E(y2 − y)2/(n2ε). Hence the proposition is proved.

4 Numerical Studies
In order to apply this method we simulate an image of resolution 64 × 64 and the zoomed
version of the same image where the resolutions of the image and zoomed version of the image
are equal. In the simulated reference image, the central square region is of resolution 42×42 and
intensities of its pixels are all 1, and intensities of all other image pixels are 0. Then, in order to
complete the construction of the simulated image, we add a Gaussian noise with mean value 0
and standard deviation 0.01 to the intensities of each pixel. In the zoomed image, the resolution
of the central region is 52 × 52. The resolutions of the pixels in the region covering the central
region are all 0 as in the simulated reference image. Finally, we add a Gaussian noise of mean
value 0 and standard deviation 0.01 to each pixel of the zoomed image.

Then for each combination of the values of r1 and r2, we run the proposed registration
procedure for 10 times and find out the sample mean and sample standard deviation of the
mean squared error (MSE) values corresponding to the similarity measures MSD, MAD and
CC. In order to choose optimal values of r1 and r2, we run this procedure for 7 choices of r2

viz. 3 to 9 while keeping r1 at 3. Here we see that, for these choices of r1 and r2 minimum value
of MSE appears at (3, 5) for MSD, MAD and CC measure. So, we anticipate that the optimal
choice of r2 is 5. Then, in order to find the optimal choice of r1, we run this procedure for 4
choices of r1 viz. 2 to 5 when r2 is at 5. Finally, we choose that combination of r1 and r2 for
which the calculated MSE is the smallest. We present those MSE values in the Table 1.

We see from Table 1 that the optimal choices of r1 and r2 are 2 and 5 for registration
procedure using MSD and MAD measures. And the optimal choices for r1 and r2 for CC method
are 5 and 5, respectively. Therefore, using these optimal parameters for the specified methods, we
run the algorithm and create the registered images. These registered images thus created contain
some disjoint pixels (very small in number) where there are no mapping found according to this
registration procedure and as a result of that intensity of these pixels remain unavailable. Then
we take a neighborhood of width 2 around these pixels and perform local smoothing. Finally,
we get the registered images corresponding to different measures. We follow the same process
for the rest of the examples mentioned in this paper. These images are shown in the second row
of Figure 3.

In order to check the usefulness of these methods, we compare registered images under
all three methods with the reference image and create three matrices named ‘anomaly’ under
respective methods. We compare each pixel of registered image with corresponding pixel of
the original (reference) image and on the basis of that comparison we put some value to the
respective location of anomaly matrices. Here inputs of the anomaly matrices are obtained as
below. If absolute difference of image intensities of registered and the original image is less than
15 percent of range of intensities of zoomed image, then anomaly matrix will get value 0 at
that location and will get value 1 elsewhere. Then from these anomaly matrices we create three
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Table 1: Table for comparing the MSD values for the simulated image. The rationale behind
presenting only this set of (r1, r2) values is provided in the second paragraph of Section 4.

Mean (standard deviation)

(r1, r2) L1 norm L2 norm Correlation

(3,3) 0.3327
(0.0013)

0.3362
(0.0012)

0.4724
(0.0035)

(3,4) 0.2337
(0.0015)

0.2339
(0.0011)

0.4026
(0.0046)

(3,5) 0.1016
(0.0042)

0.1004
(0.0029)

0.314
(0.0073)

(3,6) 0.1111
(0.0046)

0.1126
(0.0038)

0.3598
(0.0031)

(3,7) 0.1192
(0.002)

0.1186
(0.0034)

0.3673
(0.0043)

(3,8) 0.1198
(0.0036)

0.122
(0.0035)

0.3714
(0.0121)

(3,9) 0.1255
(0.0017)

0.1305
(0.0019)

0.4081
(0.0053)

(3,10) 0.1332
(0.006)

0.1387
(0.005)

0.4136
(0.0046)

(1,5) 0.105
(0.0035)

0.1087
(0.0032)

0.4069
(0.0046)

(2,5) 0.0827
(0.0024)

0.0809
(0.0021)

0.3691
(0.0056)

(4,5) 0.1223
(0.0013)

0.1201
(0.0018)

0.2391
(0.0035)

(5,5) 0.1408
(0.0023)

0.1385
(0.0012)

0.1636
(0.0029)

anomaly images under these registration procedures. These images are presented in the third
row of Figure 3.

Numerical studies on the ‘girl’ image of resolution 128×128: For our next example,
we consider a ‘girl’ image of resolution 128 × 128 and select its central region of resolution
116×116. We then zoom it while keeping the resolution same as the original one. We show these
two images in the first row of Figure 4.

Next, we add a Gaussian noise of mean value 0 and standard deviation 0.01 to each pixel
of the two images before applying the method. We add this noise because while applying this
method we found out that in some neighborhoods we get standard deviation values as 0 and as
a result correlation value is becoming indefinite. Then for each combination of the values of r1

and r2, we run the proposed registration procedure for 10 times and find out the sample mean
and sample standard deviation of the mean squared error (MSE) values corresponding to the
similarity measures MSD, MAD and CC. In order to choose optimal values of r1 and r2 we run
this procedure for 8 choices of r2 viz. 3 to 10 while keeping r1 at 3 and find out the sample mean
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Figure 3: These figures are regarding the simulated image. Row 1 (from left to right): the
reference image and the zoomed image; row 2 (from left to right): registered images under L1-
norm, L2-norm and CC method, respectively; row 3 (from left to right): anomaly images under
L1-norm, L2-norm and CC method, respectively.

and sample standard deviation of MSE values corresponding to the measures MSD, MAD and
CC. Here we see that, for these choices of r1 and r2 minimum value of MSE appears at (3, 6)

for MSD and MAD measures and at (3, 5) for CC measure. So, we anticipate that the optimal
choice of r2 is either 5 or 6. Then, in order to find the optimal choice of r1, we run this procedure
for 5 choices of r1 viz. 2 to 6 when r2 is 6 and for 4 choices of r1 viz. 2 to 5 when r2 is 5. Finally,
we choose that value of r1 and r2 for which the calculated MSE value is the smallest. We present
those MSE values in Table 2.

In this example, we see from Table 2 that the optimal choices of r1 and r2 are 2 and 6
for registration procedure using MSD and MAD measures and optimal choices for r1 and r2 for
registration procedure using CC method are 5 and 6, respectively. therefore, using these optimal
parameters for the specified methods, we run the algorithm and create the registered images.
Those images are placed side by side in the second row of Figure 4.

Next, we compare the original image with each of the registered images and create three
anomaly matrices under three registration procedures. Here inputs of the anomaly matrices are
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Table 2: Table for comparing the MSD values for the ‘girl’ image. The rationale behind presenting
only this set of (r1, r2) values is provided in the second paragraph of the numerical studies on
the ‘girl’ image.

Mean (standard deviation)

(r1, r2) L1 norm L2 norm Correlation

(3,3) 0.1172
(0.0026)

0.1164
(0.0023)

0.1256
(0.0023)

(3,4) 0.1091
(0.0027)

0.109
(0.0031)

0.1244
(0.0031)

(3,5) 0.0988
(0.0022)

0.0995
(0.002)

0.1221
(0.002)

(3,6) 0.0972
(0.0022)

0.0965
(0.0021)

0.1238
(0.0021)

(3,7) 0.1027
(0.002)

0.102
(0.002)

0.1249
(0.002)

(3,8) 0.1064
(0.0021)

0.1061
(0.0017)

0.1311
(0.0017)

(3,9) 0.1143
(0.002)

0.1133
(0.0017)

0.1385
(0.0017)

(3,10) 0.1187
(0.0017)

0.1175
(0.0013)

0.1472
(0.0013)

(2,6) 0.0742
(0.0029)

0.0753
(0.0031)

0.1189
(0.0043)

(3,6) 0.0826
(0.0029)

0.0835
(0.0025)

0.1087
(0.0023)

(4,6) 0.0921
(0.002)

0.0924
(0.0019)

0.1032
(0.0029)

(5,6) 0.1009
(0.0026)

0.1006
(0.0025)

0.1025
(0.0026)

(6,6) 0.1073
(0.0021)

0.1067
(0.0022)

0.1071
(0.0022)

(2,5) 0.084
(0.0029)

0.0863
(0.0026)

0.1256
(0.0034)

(4,5) 0.1004
(0.002)

0.1003
(0.0022)

0.1094
(0.0019)

(5,5) 0.1074
(0.0025)

0.107
(0.0023)

0.1119
(0.0028)

obtained as below. If absolute difference of image intensities of registered and reference images is
less than 15 percent of range of intensities of zoomed image, then anomaly matrix will get value
0 at that location and will get value 1 elsewhere. From these anomaly matrices, we create three
anomaly images under these registration procedures. The images are presented in the third row
of Figure 4.



10 Das, S. and Mukherjee, P. S.

Figure 4: These figures are regarding the ‘girl’ image. Row 1 (from left to right): the reference
image and the zoomed image; row 2 (from left to right): registered images under L1-norm, L2-
norm and CC method, respectively; row 3 (from left to right): anomaly images under L1-norm,
L2-norm and CC method, respectively.

Numerical studies on the ‘peppers’ image of resolution 256 × 256: For our next
example, we consider the ‘peppers’ image of resolution 256 × 256 and select its central region of
resolution 246 × 246 and then zoom it while keeping the resolution same as the original one. We
show these two images in first row of Figure 5.

Next, for each combination of the values of r1 and r2, we run the proposed registration
procedure for 10 times and find out the sample mean and sample standard deviation of the
mean squared error (MSE) values corresponding to the similarity measures MSD, MAD and
CC. In order to choose optimal values of r1 and r2, we run this procedure for 7 choices of r2

viz. 3 to 9 while keeping r1 at 3 and find out the sample mean and sample standard deviation
of MSE values corresponding to the measures MSD, MAD and CC. Here we see that, for these
choices of r1 and r2 minimum value of MSE appears at (3, 6) for MSD, MAD and CC measure.
So, we anticipate that the optimal choice of r2 is 6. Then, in order to find the optimal choice
of r1, we run this procedure for 5 choices of r1 viz. 2 to 6 when r2 is 6. Finally, we choose that
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Table 3: Table for comparing the MSD values for the ‘peppers’ image. The rationale behind
presenting only this set of (r1, r2) values is provided in the second paragraph of the numerical
studies on the ‘peppers’ image.

Mean (standard deviation)

(r1, r2) L1 norm L2 norm Correlation

(3,3) 0.104
(0.0023)

0.1047
(0.0023)

0.1211
(0.0019)

(3,4) 0.0927
(0.0021)

0.0932
(0.0021)

0.1165
(0.0022)

(3,5) 0.122
(0.0017)

0.121
(0.0018)

0.1453
(0.0015)

(3,6) 0.0691
(0.003)

0.0685
(0.0029)

0.0952
(0.0031)

(3,7) 0.0907
(0.002)

0.0901
(0.0021)

0.1202
(0.0016)

(3,8) 0.0966
(0.002)

0.0958
(0.002)

0.1296
(0.002)

(3,9) 0.1025
(0.002)

0.1013
(0.0015)

0.1378
(0.0017)

(2,6) 0.0628
(0.0029)

0.0626
(0.0024)

0.1032
(0.0059)

(4,6) 0.0774
(0.0029)

0.0773
(0.0028)

0.0939
(0.0026)

(5,6) 0.0873
(0.0025)

0.0872
(0.0025)

0.0965
(0.0025)

(6,6) 0.0965
(0.0025)

0.0964
(0.0025)

0.1018
(0.0024)

value of r1 and r2 for which the calculated MSE value is the smallest. We present those MSE
values in Table 3.

In this example, we see from the Table 3 that the optimal choices of r1 and r2 are 2 and 5
for registration procedure using MSD and MAD measures and optimal choices for r1 and r2 for
CC method are 4 and 5, respectively. Therefore, using these optimal parameters for the specified
methods, we run the algorithm and create the registered images. Those images are placed side
by side in the second row of Figure 5.

Next, we compare the original image with each of the registered images and create three
anomaly matrices under three registration procedures. Here inputs of the anomaly matrices are
obtained as below. If absolute difference of image intensities of registered and reference image is
less than 15 percent of range of intensities of zoomed image, then anomaly matrix will get value
0 at that location and will get value 1 elsewhere. Then from these anomaly matrices we create
three anomaly images under these registration procedures. These images are presented in the
third row of Figure 5.
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Figure 5: These figures are regarding the ‘peppers’ image. Row 1 (from left to right): the reference
image and the zoomed image; row 2 (from left to right): registered images under L1-norm, L2-
norm and CC method, respectively; row 3 (from left to right): anomaly images under L1-norm,
L2-norm and CC method, respectively.

This method might not work satisfactorily in cases where images have too much uniformity
in a neighborhood. Then this method might fail to distinguish between two similar pixels and
might end up overlapping one with other. This tile image and its zoomed version, presented in
the first row of Figure 6, are one such example where this method might not work well.

In this example, we use the above method and find out that the optimal choices of r1 and
c are 2 and 2, respectively for the registration procedure using MAD, MSD and CC measure.
Therefore, using these optimal parameters for these methods, we run the algorithm and create
the registered images. Those images are placed side by side in the second row of Figure 6.

In this example also, we compare the original image with each of the registered images and
create three anomaly matrices under three registration procedures. Here inputs of the anomaly
matrices are obtained as below. If the absolute difference of image intensities of registered and
reference image is less than 15 percent of range of intensities of zoomed image, then anomaly
matrix will get value 0 at that location and will get value 1 elsewhere. Then from these anomaly



Image Registration for Zooming Using Similarity Matching 13

Figure 6: These figures are for the ‘tile’ image. Row 1 (from left to right): the reference image
and the zoomed image; row 2 (from left to right): registered images under L1-norm, L2-norm and
CC method, respectively; row 3 (from left to right): anomaly images under L1-norm, L2-norm
and CC method, respectively.

matrices we create three anomaly images under these registration procedures. These images are
presented in the third row of Figure 6.

5 Comparison with State-of-the-Art Methods
In this section, we compare our method with a number of state-of-the-art image registration
techniques. These methods are based on certain feature matching algorithms. There are several
popular feature matching algorithms in the literature, viz., Scale Invariant Feature Transform
(SIFT) (Lowe, 2004), Speeded Up Robust Features (SURF) (Bay et al., 2008), Oriented Fast and
Rotated Brief (ORB) (Rublee et al., 2011), Binary Robust Invariant Scalable points (BRISK)
(Leutenegger et al., 2011), KAZE (Alcantarilla et al., 2012), Accelerated-KAZE (AKAZE) (Al-
cantarilla and Solutions, 2011) to name a few. These methods work on the principle of detection
and description of the features in the reference and transformed images. Then the relationship
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Table 4: Mean squared error (MSE) for different methods.

Mean Squared Error (MSE)

L1-norm ORB AKAZE BRISK

simulated 0.0827 NA NA NA
girl 0.0742 0.0087 0.0318 0.0049
peppers 0.0628 0.0053 0.0238 0.0037
mountain 0.0479 0.0925 NA NA

between these features from reference and transformed images are found using some algorithm
e.g., RANSAC (Derpanis, 2010) and registered images are generated. In this paper, we take
ORB, AKAZE and BRISK among these methods to compare with our best performing algo-
rithm i.e., registration using L1-norm. We first apply these methods on some images and create
the registered images. Then we compute the MSE between reference image and the registered
images obtained with respect to these methods and provide a table for comparison. We also
provide the reference image, zoomed image and the registered images side by side to facilitate
comparison between these methods.

Here we consider four images viz., simulated image, girl image, peppers image and mountain
image for the comparison purpose. The reason for taking the mountain image is that, this image
has very less features. As these methods (ORB, AKAZE and BRISK) are all feature based, we
want to compare their performance with our intensity based approach on the basis of this image
as well. Next, we present the table containing MSE values computed for different methods.

From Table 4 we see that, in case of simulated image, the feature-based methods are failing
miserably as the number of features in the simulated image is sparse. It is to be noted that the
number of features detected by these competing methods are small in number. The feature based
methods (especially BRISK) outperform our proposed method in case of the ‘girl’ and ‘peppers’
images because there are numerous features in these images. Again because of sparsity of the
features according to their algorithms, the feature-based methods perform poorly in case of the
‘mountain’ image. In this case, our proposed method is the clear winner. Note that the competing
feature-based methods detect a small number of features according to their algorithms. From
Figure 7 we see that, in case of simulated image the feature-based methods are unable to generate
the registered images, whereas our proposed method is performing reasonably. In case of the
‘girl’ and ‘peppers’ images, the feature-based methods are clear winners. Finally, in case of the
‘mountain’ image, AKAZE and BRISK are not being able to generate the registered image due
to scarcity of features. On the other hand, the ORB method generates a distorted registered
image which is not comparable with the reference image. In this case also, our proposed method
performs reasonably well and clearly outperforms some of the well known feature-based methods.

In addition to Table 4, we also provide the registered images generated by these methods
in the Figure 7. In each row of the following figure we place the images in the order: reference
image, zoomed image, registered image for registration using L1-norm, registered image for ORB,
registered image for AKAZE and registered image for BRISK. In the first row we provide images
corresponding to simulated image and in the following rows we place the images for girl, peppers
and mountain image respectively.
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Figure 7: The reference image, the zoomed image, and the registered images under the proposed
method, ORB, AKAZE and BRISK.

6 Concluding Remarks
In this paper, we propose a method to register an image to its zoomed counterpart. This method
works reasonably in many cases described in this paper. As the resolution of the image increases,
the performance of this method also improves, as justified in Section 3. In Section 4, the numerical
performance of the proposed method on three different images of various resolutions also supports
the statement. There are, however, certain drawbacks of this method which are discussed in the
latter part of Section 4. In images where the number of features are small, our intensity-based
method outperforms many state-of-the-art feature-based registration methods. A more practical
image registration problem to work on is where translation and rotation are also involved along
with zooming. Much future research is needed in this direction.

Supplementary Material
The supplementary materials contain the codes and relevant data.
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