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Abstract

The exploration of whether artificial intelligence (AI) can evolve to possess consciousness is an
intensely debated and researched topic within the fields of philosophy, neuroscience, and artificial
intelligence. Understanding this complex phenomenon hinges on integrating two complementary
perspectives of consciousness: the objective and the subjective. Objective perspectives involve
quantifiable measures and observable phenomena, offering a more scientific and empirical ap-
proach. This includes the use of neuroimaging technologies such as electrocorticography (ECoG),
EEG, and fMRI to study brain activities and patterns. These methods allow for the mapping
and understanding of neural representations related to language, visual, acoustic, emotional,
and semantic information. However, the objective approach may miss the nuances of personal
experience and introspection. On the other hand, subjective perspectives focus on personal ex-
periences, thoughts, and feelings. This introspective view provides insights into the individual
nature of consciousness, which cannot be directly measured or observed by others. Yet, the
subjective approach is often criticized for its lack of empirical evidence and its reliance on per-
sonal interpretation, which may not be universally applicable or reliable. Integrating these two
perspectives is essential for a comprehensive understanding of consciousness. By combining ob-
jective measures with subjective reports, we can develop a more holistic understanding of the
mind.
Keywords artificial intelligence; artificial general intelligence; consciousness; mortal
computation

Consciousness in Artificial Intelligence
The question of whether AI can be evolved into having consciousness remains a hot topic of
ongoing debate and research in philosophy, neuroscience, and artificial intelligence (Witzel, 2023;
Lenharo, 2023a,b). There is no consensus on the theory of consciousness (Fleming, 2023). Since
we cannot directly observe consciousness by looking inside someone’s brain, it is difficult to define
and study empirically (Goff, 2023). Additionally, consciousness defies reductionist approaches,
which means that it cannot be fully understood by breaking it down into simpler, constituent
parts alone. Instead, it requires a more holistic view that considers the complex interplay of
various elements and processes.

On August 17, 2023, Butlin et al. (2023) released a long preprint “Consciousness in Artificial
Intelligence: Insights from the Science of Consciousness”. The authors stated that their methods
for studying consciousness in AI are based on three principles:
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• computational functionalism,
• neuroscientific theories of consciousness, and
• a theory-heavy approach.

Computational functionalism is a theory in the philosophy of mind and cognitive science
which posits that mental states are constituted solely by their functional role — that is, they
are causal relations to other mental states, sensory inputs, and behavioral outputs. This theory
is analogous to the way a computer works; it is not the material substance of the components
which defines them but rather how they function in relation to the system as a whole.

Computational functionalism of consciousness is a request for the set of properties of systems
with which consciousness is associated. Both philosophy of the mind and cognitive science view
the theoretical “framework of the mind” as a computational system. This perspective suggests
that mental states and processes can be understood and explained in terms of computational
operations, similar to the way a computer processes information.

Functionalism of consciousness suggests that it has a certain functional organization. In
other words, we can assert a certain range of claims, which stand in certain causal relations to
each other and to the environment.

The second principle is neuroscientific theories of consciousness. Its goal is to identify func-
tions that are necessary and sufficient for consciousness in humans. Computational functionalism
implies that cognitive processes and states can be understood in terms of abstract computational
operations and algorithms, independent of the physical medium in which they are instantiated.
This means that mental states are akin to software processes, which can theoretically be realized
in multiple hardware systems, whether biological brains or artificial machines.

The third principle is a theory-heavy approach. The theories of consciousness can help us to
understand consciousness and assess whether the AI has consciousness or not. The theory-heavy
approach is most suitable for investigating consciousness in AI.

Five Types of Theories of Consciousness
Theories of consciousness include
• Integrated Information Theory (IIT) (Albantakis et al., 2022),
• Global Workspace Theory (GWT) (Mashour et al., 2022),
• Higher-order theories (Michel and Lau, 2021),
• Attention Schema Theory (Wilterson et al., 2020), and
• Recurrent Processing Theory (RPT) (Negro, 2023), which are compatible with their compu-

tational functionalism framework.
IIT is a theoretical framework for understanding consciousness, proposed by neuroscientist

Giulio Tononi. In contrast to certain theories that concentrate on particular brain structures
(such as the hippocampus) or specific brain functions (such as memory processing), IIT en-
deavors to establish a foundational and measurable framework for understanding the essence of
consciousness in a system.

GWT is a cognitive neuroscience theory proposed by psychologist Bernard Baars. It pro-
poses a framework for understanding how consciousness arises in the brain, in which the brain
operates like a theater. GWT likens the brain to a global workspace where information is broad-
casted and made available for a wide range of cognitive processes.

Higher-order theories of consciousness are a class of theories that propose that consciousness
is not solely a matter of having mental states but involves having higher-order thoughts or
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perceptions about those mental states. These theories suggest that what makes a mental state
conscious is the subject’s awareness or representation of that mental state. In other words,
consciousness arises from the capacity to reflect on or be aware of one’s own mental experiences.

Attention Schema Theory (AST) is a cognitive neuroscience theory proposed by neurosci-
entist and philosopher Michael Graziano. The theory seeks to explain consciousness by focusing
on the role of attention and the brain’s ability to attribute attention to certain information.

Finally, RPT suggests that the unconscious functions, such as feature extraction and cat-
egorization of basic sensory information, are mediated by the feedforward sweep. This initial
processing stage rapidly transmits sensory data from lower to higher neural regions. In con-
trast, conscious functions, particularly those involving the complex integration and organization
of perceptual information, are facilitated by recurrent (feedback) cortico-cortical connections.
These connections, which link higher and lower processing areas, allow for a more detailed and
contextually informed interpretation of sensory input.

Easy Problem and the Hard Problem
There is no consensus definition of consciousness. In general, consciousness involves sensory
events (vision, hearing, taste, touch, and smell), and psychological and neurological (thoughts,
emotions, desires, beliefs) processes. It consists of both phenomenal experiences and subjective
experiences, which are not separated. Like phenomenal experience, subject experience is also an
essential component of consciousness.

The theory of “neural correlate of consciousness assumes that consciousness is neurological
processes. For years, Christof Koch, a renowned neuroscientist known for his significant contri-
butions to neural and cognitive science, collaborated with Francis Crick, a biologist who co-won
the Nobel Prize for discovering the structure of DNA. Together, they developed the theory of
the ‘neural correlate of consciousness’ (NCC). This theory posits that every conscious experience
is associated with specific neuronal activity, which is not only essential but also fundamentally
measurable. In essence, their collaborative work aimed to identify the precise brain mechanisms
underlying conscious experiences, marking a pivotal advancement in the understanding of the
brain’s role in consciousness.

David Chalmers (Chalmers, 2023), an influential philosopher and cognitive scientist, re-
nowned for his work in the area of philosophy of mind, particularly in the study of consciousness,
rebutted that he did not believe that science would be able to measure the association between
neural correlates in the brain and the subjective experience of consciousness. He defined this as
“the hard problem of consciousness”. Chalmers made a distinction between the “easy problems”
of consciousness, which involve explaining cognitive functions and behaviors in terms of brain
processes, and the “hard problem,” which pertains to understanding the subjective, qualitative
nature of conscious experience itself. The hard problem raises questions about why certain
patterns of neural activity give rise to specific subjective feelings or qualia. Chalmers’ assertion
that the hard problem is “sufficiently challenging to clearly explain consciousness for at least a
quarter of a century” reflects the ongoing complexity and depth of the philosophical and scientific
inquiry into consciousness.

In 1998, at the conference of the Association for the Scientific Study of Consciousness
(ASSC), Koch made a bet with his friend Chalmers: that scientists would find an NCC within
25 years. That is, Koch, a neuroscientist, was betting that within a quarter of a century, re-
searchers would identify the precise brain mechanisms responsible for consciousness. This would
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entail not just understanding which brain areas are active during conscious states, but also elu-
cidating how this activity leads to the subjective experience of being conscious. The bet reflects
a significant challenge in neuroscience and philosophy, as finding the NCC would represent a
major advancement in our understanding of the brain and the nature of consciousness. On June
30, 2023, At the 26th ASSC conference, 25 years after the initial bet, they announced that the
results: the two conscious theories, IIT and GWT, were still in the conflict. Koch had lost the
bet. Unfortunately, despite years of scientific effort, scientists still do not know how or why the
experience of consciousness arises. We still do not have fundamental theory on the science of
consciousness (Jarow, 2023; Zimmer, 2023).

This problem comes from the flaw of the scientific research method proposed by Galileo
(Ellia et al., 2021). Galileo considered subjective properties to be outside the scope of sci-
ence, and there for deliberately overlooked subjective properties, relegating scientific research
to objectively explaining objective. In contrast, it is consistent with Chalmer’s views to argue
that correct scientific methods should aim to objectively explain both objective and subjective
properties. Chalmers’ view implies that solving the hard problem requires a profound shift in
our understanding of consciousness, and acknowledges that this challenge may persist for an
extended period, emphasizing the depth of the mystery surrounding the nature of subjective
experience. The quest to unravel the hard problem remains a dynamic and interdisciplinary
endeavor involving contributions from philosophy, neuroscience, psychology, and other fields.

Objective Point of View
The current research in consciousness uses behavioral observations and carefully designed
stimulus–response tests to assess the presence or absence of consciousness, taking everything
in between as a black box. Subjective experience or the way things feel, is excluded as out-
side the scope of objective scientific explanation. To make a black box explainable, scientists
have begun to open the black box and replace it with internal states and operations, which
are defined as cognitive functions. To reveal neural mechanisms of consciousness, functional
Magnetic Resonance Imaging (fMRI), electroencephalogram (EEG), and other neural signals
are used to measure the neural activity and search for NCC. To objectively study conscious-
ness through NCC, we need to investigate content-specific NCC by a combination of recording,
stimulation, and Lesion data (information and observations derived from studying the effects
of lesions, or damage, to specific areas of the brain). This type of data is crucial in the field of
neuroscience, particularly in understanding brain function and the relationship between specific
brain regions and various cognitive abilities or behaviors. Lesions can be due to various causes,
such as strokes, traumatic brain injuries, surgical removals, tumors, or degenerative diseases,
revealing which neural mechanisms contribute to experience (and how) to identify the full NCC
by comparing brain conditions in which consciousness as a whole is present. In other words,
scientists try to collect enough empirical evidence to uncover objectively which brain areas and
neural activities are involved in consciousness and its contents.

Advances in neural science research open the doors to use neuroimaging techniques such as
fMRI, EEG, and deep learning for decoding the contents of experience from distributed neural
activities in the brain (Du et al., 2022; Yen et al., 2023). The emphasis on decoding the contents
of experience implies an interest in understanding how specific mental states, perceptions, or
thoughts are represented in the patterns of neural activity. The ability to decode the contents
of experience from distributed neural activities opens avenues for a deeper understanding of
cognition, perception, and consciousness.
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The success in decoding the contents of consciousness from brain activity patterns encour-
ages some neuroscientists to pursue NCC research with the hope to objectively investigate the
subjective properties of experience. This cognitive paradigm takes the external as an objective ex-
istence and overlooks internal (subjective) consciousness (Chen and Chen, 2022). This paradigm
considers attention, working memory, and decision-making as functions and only values functions
since they can be studied objectively by independent observers following the Galilean notion of
science (Ellia et al. 2021).

In general, the objective point of view has the following strengths:
(1) Empirical Rigor: The objective approach relies on empirical methods, such as neuroscientific

measurements and behavioral experiments, providing a high degree of empirical rigor and
replicability.

(2) Scientific Advancements: Advances in neuroimaging technologies and experimental designs
have allowed researchers to uncover correlations between brain activity and conscious states,
contributing valuable insights.
However, the objective point of view also has the following limitations:

(1) Reductionism Concerns: Some objective approaches may be criticized for adopting reduction-
ist stances, focusing on isolated neural correlates while potentially overlooking the holistic
nature of consciousness.

(2) Subjective Gap: Objective methods often face challenges in capturing the richness and diver-
sity of subjective experiences, leading to what is known as the “hard problem” of conscious-
ness.

Subjective Point of View
From a subjective point of view, consciousness is experienced directly and uniquely by each
individual. This perspective is inherently private, encompassing personal experiences, thoughts,
sensations, emotions, and perceptions, and remains inaccessible and incomprehensible to oth-
ers. However, when analyzing consciousness, certain cognitive paradigms often commit essential
mistakes. The first is inverting the epistemic order, meaning they prioritize external, objective
measurements over the internal, subjective experience. The second mistake is misplacing objec-
tivity, where the inherently subjective nature of consciousness is overlooked in favor of a purely
objective viewpoint. These errors highlight the challenges in bridging subjective experiences with
objective analysis in the study of consciousness.

The epistemic order is that first we are conscious, then we can usually engage in various
cognitive functions such as attending to contents, memorizing, and manipulating them in mem-
ory, and finally we can translate some contents into words. Conscious is first, whereas reporting
our experiences is second. The Galilean notion of consciousness changes this epistemic order. It
proposes that experience and function are first, and consciousness is second.

From a scientific perspective, it is crucial to correctly identify where objectivity is applicable
and where it is not, i.e., where the things need to be explained. If we misplace objectivity
and replace experience with functions, we will only explain those functions and not explain
experience (Ellia et al. 2021). To correctly place objectivity, Ellia et al. (2021) argue that the
intrinsic, phenomenal structure of an experience should have a physical explanation and take
a cause–effect structure as the physical explanation. However, cause-effect structure does not
consider all possible confounders and there is a lack of methods to distinguish causation with
association (Negro, 2023). The essential problem is the current theories of consciousness are
systematically underdetermined. Different models with equal explanatory and predictive power
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can fit the same data. We do not have a well-defined methodology for deciding which model of
consciousness fits best with currently available data.

This viewpoint asserts that subjective experience, unique to humans, transcends mere in-
formation processing or neuronal activity and cannot be replicated by machines. The key com-
ponents of subjective experience theory are as follows:
(1) Uniqueness of Human Subjective Experience:

The assertion that subjective experience is “owned by humans” emphasizes the belief in
the exclusivity of conscious, subjective awareness to the human species. This aligns with a
philosophical perspective that consciousness is a distinctive feature of human existence.

(2) Irreducibility to Information Processing or Neuronal Behavior:
This component contends that subjective experience cannot be transformed or reduced to
the mere processing of information or the behavior of neurons. This position is in line with
the idea that consciousness involves more than just the functional aspects of information
processing in the brain or the activities of individual neurons.

(3) Incapability of Machine Generation:
By stating that subjective experience cannot be generated by machines, the perspective
implies a skepticism about the ability of artificial intelligence or computational systems to
truly replicate or emulate human-like consciousness. This skepticism might be rooted in the
belief that machines lack certain essential qualities or aspects that contribute to subjective
experience.
This perspective reflects a position often associated with certain philosophical viewpoints,

such as dualism or property dualism, which posit that consciousness is not reducible to phys-
ical processes. It also aligns with arguments against the possibility of achieving true artificial
consciousness in machines.

It’s important to note that there are alternative perspectives in philosophy and cognitive
science, such as functionalism which we have discussed or panpsychism, which propose differ-
ent ways of understanding consciousness and the potential for its emergence in non-biological
systems.

Subjectivist views underscore the enduring mystery and complexity surrounding subjective
experience, as well as the challenges and debates inherent in attempts to characterize, explain,
or replicate it, particularly in the realm of artificial intelligence and machine consciousness.
Subjective experience is a fundamental aspect of the human universe that cannot be fully ex-
plained or simulated by scientific or mathematical models. The difficulty of explaining subjective
experience is the hardest problem of consciousness (Gülen, 2023).

In general, the subjective point of view has the following strengths:
(1) Richness of Experience: The subjective viewpoint is directly concerned with the qualitative,

first-person aspects of consciousness, acknowledging the rich and diverse nature of individual
experiences.

(2) Personal Insight: Subjective viewpoint maintains that subjective reports and introspection
can provide unique insights into the nuances of consciousness that may not be accessible
through external measurements.
Limitations of the subjective point of view include:

(1) Subjective Variability: Individual experiences can vary widely, making it challenging to es-
tablish generalizable principles or create a unified theory of consciousness.

(2) Reliability Issues: Subjective reports are subject to biases, memory distortions, and other
cognitive limitations, raising questions about the reliability of introspective data.
Note how these limitations are inherent to the subjectivity of consciousness itself.
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Conclusions
In November of 2023, Google DeepMind proposed “Levels of AGI” based on depth (performance)
and breadth (generality) of capabilities, and a framework for identifying the capabilities and
behavior of Artificial General Intelligence (AGI) models (Morris et al., 2023). Less than 2 weeks
later, Meta developed a benchmark for evaluating General AI Assistants (Mialon et al., 2023).
The purpose of both papers was to objectively evaluate a set of fundamental abilities and
performance of AGI systems. They did not attempt to test for the consciousness of AGI. From
an objective perspective on consciousness, focusing on observable and measurable aspects rather
than subjective experiences or personal introspection, Kleiner (2023) presented a significant
finding on November 27, 2023. He demonstrated that if Computational Functionalism is valid,
consciousness necessitates material computation. Consequently, this implies that none of the
contemporary AI systems, as of that date, possess consciousness.

In summary, the question of whether artificial intelligence can have consciousness is a com-
plex and unsolved problem. While some scientists and philosophers argue that AI may have
subjective experience and consciousness in the future, others raise arguments against AI con-
sciousness and believe that machines are fundamentally incapable of having these experiences.
We expect that while AI technologies continue to rapidly develop, the debate over the possibility
of AI consciousness will not stop.

Attaining a thorough understanding of consciousness typically necessitates the amalgama-
tion of both objective and subjective viewpoints. Integrating objective metrics with subjective
experiences can foster a more comprehensive grasp of the mind’s workings. This interplay be-
tween objective data and subjective insights prompts profound philosophical inquiries about the
essence of consciousness, the mind-body conundrum, and the inherent boundaries of scientific
exploration.

To effectively bridge the gap between objective and subjective perspectives, interdisciplinary
collaboration is essential, involving fields such as neuroscience, psychology, philosophy, and cog-
nitive science. For a deeper insight into AI consciousness and to ensure its healthy evolution, it
is crucial to integrate diverse computational algorithms and neural models. These models should
be adept at deciphering neural representations of various types of information — including lin-
guistic, visual, acoustic, emotional, and semantic — using data from non-invasive neuroimaging
technologies like electrocorticography (ECoG), EEG, and fMRI. It’s important to thoroughly
examine the conscious implications of these technologies.
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