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ABSTRACT 

Anemia, especially among children, is a serious public health problem in 

Bangladesh. Apart from understanding the factors associated with anemia, it 

may be of interest to know the likelihood of anemia given the factors. Prediction 

of disease status is a key to community and health service policy making as well 

as forecasting for resource planning. We considered machine learning (ML) 

algorithms to predict the anemia status among children (under five years) using 

common risk factors as features. Data were extracted from a nationally 

representative cross-sectional survey- Bangladesh Demographic and Health 

Survey (BDHS) conducted in 2011. In this study, a sample of 2013 children were 

selected for whom data on all selected variables was available. We used several 

ML algorithms such as linear discriminant analysis (LDA), classification and 

regression trees (CART), k-nearest neighbors (k-NN), support vector machines 

(SVM), random forest (RF) and logistic regression (LR) to predict the childhood 

anemia status. A systematic evaluation of the algorithms was performed in terms 

of accuracy, sensitivity, specificity, and area under the curve (AUC). We found 

that the RF algorithm achieved the best classification accuracy of 68.53% with 

a sensitivity of 70.73%, specificity of 66.41% and AUC of 0.6857. On the other 

hand, the classical LR algorithm reached a classification accuracy of 62.75% 

with a sensitivity of 63.41%, specificity of 62.11% and AUC of 0.6276. Among 

all considered algorithms, the k-NN gave the least accuracy. We conclude that 
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ML methods can be considered in addition to the classical regression techniques 

when the prediction of anemia is the primary focus. 
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1. Background 

According to the World Health Organization (WHO), anemia is one of the most common 

and prevalent health concerns in the world [1]. Anemia, resulting from iron deficiency (ID), 

has been distinguished as one of the ten most important health risks contributing to the burden 

of diseases globally [1]. Moreover, anemia affects one-quarter of the world's population with 

a significant impact on preschool-aged children (6-59 months of age) and pregnant women 

[2]. As estimated, the global prevalence of anemia is 24.8%, and its prevalence in preschool-

aged children and pregnant women are 47.4% and 41.8%, respectively.  

Anemia is a condition which decreases the hemoglobin (Hb) concentration in blood, 

consequently impeding its capacity to transport oxygen. If it occurs among children, it can 

result in adverse effects on their cognitive developments and immunization abilities against 

diseases [3-5]. In Bangladesh, several surveys reported the severity of anemia among children 

under-five years of age. According to the Nutritional Surveillance Project (NSP), the 

prevalence of anemia among 6-59 months of children rose to 64% in 2004, from 47% in 2001 

[6]. However, National Micronutrient Survey in 2011-12 showed an anemia prevalence 

among 6-59 months aged children to be only 33 % [7]. Khan et al. [8] reported that about 52 

% of the children aged 6-59 months are anemic, based on a comprehensive analysis on 

childhood anemia using the nationally representative Bangladesh Demographic and Health 

Survey (BDHS) data. These studies emphasized the determination of the risk factors 

associated with such escalating childhood anemia prevalence in Bangladesh [8]. 

Although, the development of anemia among children can be genetic, or due to nutritional 

deficiencies, such as deficiency in iron, folate, vitamins A and B (12), and copper, ID is the 

most significant non-genetic determinant of the disease, among others [2]. However, 

demographic characteristics, socio-economic factors as well as maternal health factors are also 

associated with the incidence of anemia among children [8,9]. Proper diagnosis and 

intervention for anemia could reduce the risk of being anemic. A number of medical tools for 

anemia risk assessment could also be developed for diagnosis purpose. The focal point of 

many of the risk assessment techniques is the accurate prediction of the disease. Machine 

learning, an area that intersects statistical learning and artificial intelligence research, is the 

process of exploring large amounts of data to discover unknown patterns or relationships [10]. 

ML models can help to develop models for prediction purposes. These models have 

demonstrated high performance in solving classification problems as compared to the classical 

statistical models. Moreover, machine learning is becoming popular in the field of medical 

and health research, where classification technique (part of supervised machine learning) is 

the most important among all the ML algorithms [11, 12]. In medical settings, several machine 

learning techniques has been applied to predict disease [13-17]. Methods such as support 

vector machine, random forest, and artificial neural network have been used to classify status 
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of diseases like diabetes [13-15], acute appendicitis [16], multiple sclerosis [17], and many 

others, using the common risk factors. However, very few researches have considered the use 

of machine learning techniques to construct prediction models for childhood anemia [18, 19]. 

Machine learning could be effective to predict, more accurately, the risk of childhood anemia 

in addition to the ability of conventional clinical tools. To the best of our knowledge, this is 

the first study, in Bangladesh, for predicting childhood anemia using ML techniques based on 

cross-sectional health survey data. 

This study aims at building several predictive models using the already established risk 

factors of anemia in children through ML approach based on the Bangladesh Demographic 

and Health Survey (BDHS) data. Specifically, five widely-used machine learning models such 

as- linear discriminant analysis (LDA), classification and regression trees (CART), k-Nearest 

Neighbors (k-NN), support vector machines (SVM), and random forest (RF) will be 

considered. These algorithms are a good mixture of simple linear (LDA), nonlinear (CART, 

k-NN) and complex nonlinear methods (SVM, RF). We further compare their predictive 

performances with the traditional logistic regression model-based approach. Accuracy, 

sensitivity, specificity, area under the curve (AUC) and Cohen’s Kappa have been used to 

evaluate the predictive performance of the models. 

 

2. Methods 

2.1 Data source 

Data for this study was extracted from the 2011 Bangladesh Demographic and Health 

Survey (BDHS). It was a nation-wide, cross-sectional, and probability sample survey on the 

Bangladeshi population. A two-stage cluster survey design was used, where a total of 600 

clusters (urban: 207 clusters and rural: 393 clusters) were chosen in the first stage, and a 

systematic sample of 30 households (HHs) was selected on average per cluster in the second 

stage of sampling. This survey collected demographic, socio-economic, health and nutritional 

history, from participants in household interviews. Participants (women and children) were 

also invited for the blood test and anthropometric measurements that are performed by trained 

personnel [20]. Specifically, children aged 6-59 months from every third household in the 

BDHS sample were tested for blood hemoglobin level using HemoCue rapid testing 

methodology. A drop of capillary blood sample was taken from a child’s fingertip or heel and 

was analyzed using the HemoCue photometer that displays the Hb concentration [20]. In this 

study, children from de jure households with no missing information on Hb or any of the other 

key predictors were considered. The final analysis considers 2013 children of 6-59 months of 

age from the 2011 BDHS survey. Details note about survey methodology, data collection and 

indicators can be found in the 2011 BDHS report [20]. 
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2.2 Outcome variables 

In this study, anemia was considered as the outcome variable which was categorized 

according to WHO’s criteria, children of age 6-59 months with Hb ≤ 11.0 grams per deciliter 

(g/dl) are considered as “anemic”, otherwise “non-anemic” [8]. 

2.3 Explanatory variables 

We selected twenty-four variables associated with the risk for childhood anemia based on 

previous studies [8, 19, 21]. These are maternal age (years) (“<20”, “20-29”, “30-39” and 

“≥40”), maternal education (“no education”, “primary”, “secondary” and “higher”);  paternal 

education (“no education”, “primary”, “secondary” and “higher”), maternal working status 

(“yes”, “no”), child age (month) (“6-23”, “24-59”), child stunting status (“yes”, “no”), child 

breastfeeding status (“yes”, “no”), maternal anemia (“yes”, “no”), gender (“female”, “male”), 

maternal underweight (“yes”, “no”), household toilet facilities  (“improved”, “non-

improved”), household water source (“improved”, “non-improved”), child morbidity (fever) 

(“yes”, “no”), child morbidity (diarrhea) (“yes”, “no”), place of residence (“urban”, “rural”), 

division (“Barisal”, “Chittagong”, “Dhaka”, “Khulna”, “Rajshahi”, “Rangpur”, “Sylhet”), 

number of living children, wealth index (“poorer”, “poorest”, “middle”, “richer”, “richest”), 

size of children at birth (“very small”, “smaller than average”, “average”, “larger than 

average”, “very large”), vitamin A within 6 months (“yes”, “no”), iron with 7 days (“yes”, 

“no”), any drug for parasites within 6 months (“yes”, “no”), number of household members 

and number of under - children. Wealth index was calculated based on the principal 

component analysis (PCA) on the asset variables. Data selection procedure was the same as 

the previous study [8]. 

2.4 Ethical Approval 

The BDHS 2011 survey was reviewed and approved by the institutional review board of 

the Bangladesh Medical Research Council (BMRC) and ICF Macro Institutional Review 

Board. Informed consent was obtained from each respondent in the survey before interviewing, 

and again, separately before taking weight, height and hemoglobin measurements [20]. The 

DHS Program also removed all personal information of the respondents in the database prior 

to making it publicly available. 

2.5 Algorithms 

The machine learning algorithms are model-free methods that provide efficient solutions 

to classification problems. Hence, the performances of these ML algorithms were compared 

with the statistical classifier Logistic Regression (LR). In the following, we briefly describe 

each of the methods considered in this study. 
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LR: Logistic regression (LR) is the most widely used statistical method in classification 

problems in the public health arena which provides the probability for predicting the classes 

of categorical outcome variable by using the given set of predictors. It measures the 

relationship between the response and the predictor variables [22]. 

LDA: Linear discriminant analysis (LDA) is a classical statistical approach for 

classification, which aims to find a linear combination of features that characterizes or 

separates two or more classes of objects or events using the Bayes’ classifier [23, 24]. It 

assumes that the predictors are drawn from multivariate Gaussian (MVG) distribution given 

the category of observations, and to assign an observation to a class, LDA uses linear functions 

of the predictors for which the discriminant has the largest value [23, 24]. 

CART: Classification and regression trees (CART) is a non-parametric algorithm used for 

the purpose of classification of a set of data using the predictive structure of the problem under 

consideration. If the dependent variable is continuous, CART produces regression trees, and 

if the dependent variable is categorical, CART produces classification trees. For our study, 

CART has been used to classify a binary outcome variable, i.e. the status of anemia. CART 

divides the predictor space into non-overlapping regions, and assign each observation to a 

specific region depending on the proportion of observations belonging to that region for a 

specific class given the characteristics of the observations [25]. 

k-NN: k-nearest neighbors (k-NN) is a robust and versatile classifier which falls into the 

supervised learning family of algorithms. k-NN is non-parametric algorithm because it makes 

no explicit assumptions about the data distribution. This algorithm stores all available cases 

and classifies new cases based on a similarity measure. A case is classified by a majority vote 

of its neighbors, with the case being assigned to the class most common amongst its k nearest 

neighbors measured by a distance function [26, 27].  

SVM: Support vector machines (SVM) is a kernel based supervised machine learning 

technique widely used in classification problems. The SVM algorithm constructs a hyperplane 

that separates the training observations perfectly according to their class labels by maximizing 

the margin among the classes. SVM assigns a test observation to a class depending on which 

side of the hyperplane it is located [28]. 

RF: Random forest (RF) is a classification technique, which is based on “growing” an 

ensemble of tree structured classifiers. To classify a new individual, features of this individual 

are used for classification using each classification tree in the forest. The grown trees are built 

randomly, and each tree gives a classification (or “voting”) for a class label. The decision is 

based on the majority votes over all the trees in the forest [29, 30]. 

2.6 Model Evaluation 

Model evaluation is important as it helps quantify a classifier’s performance in serving as 

a general model. This means the relationships between input-output derived from the training 
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data set need to work equally well to test (or validation) data set as well. 

To check the prediction accuracy of a ML classifier, the most novel way is to extensively 

test the classifier on a set of independent samples in a way to incorporate all possible sources 

of variability to be experienced. To estimate the predictive accuracy of the classifier from the 

training data, one way is to develop a k-fold cross-validation. This method provides “internal 

estimates” of predictive accuracy of the classification models. In k-fold cross-validation, 

dividing the data into k subsets of approximately equal size, the model is trained k times. In 

each of the k times of model training, one of the subsets is randomly set aside which in turn is 

used to evaluate the classifier’s performance. By this means, all the possible cases of the whole 

dataset undergo training and testing, leading to a lower variance within the set estimator and 

less bias of the true rate estimator, which is the main advantage of using this method. However, 

in spite of being computationally both intensive and time consuming, this method ensures a 

more accurate prediction. In our study, we have relied on the 10-fold Cross Validation method, 

which has been used in several health care and medical related studies [30,32,33]. 

The performances of the algorithms are commonly evaluated using the criteria: confusion 

matrices and receiver operating characteristic (ROC). In a confusion matrix for a two-class 

case with classes “0” and “1”, there are four possible outcomes of prediction, which are TR= 

true positives, TN=true negatives, FP=false positives, and FN=false negatives. Various 

performance measures such as accuracy, sensitivity, specificity are commonly computed using 

these four possible outcomes to evaluate the classifier, as defined by, 

 Accuracy=TP+TN/(TP+TN+FP+FN) 

 Sensitivity=TP/(TP+FN) 

 Specificity=TN/(TN+FP). 

The classification accuracy measured the proportion of cases correctly classified. 

Sensitivity measured the fraction of positive cases that were classified as positive, whereas the 

fraction of negative cases that were classified as negative are measured in specificity. The 

higher the values of these statistics, better the predictive performance of the algorithm.  

The receiver operating characteristic (ROC) curves were calculated based on the predicted 

outcome and the true outcome. The AUC of the ROC was averaged for the test data sets to 

compare the discriminating powers of the algorithms [33].Theoretically, the AUC lies 

between 0 and 1, where a perfect classifier can take a maximum value of 1. However, the 

practical lower bound for random classification is 0.5, and classifiers with an AUC 

significantly greater than 0.5 have at least some ability to discriminate between cases and non-

cases [30]. 

Cohen’s kappa statistic is a very good measure to handle the multi-class and imbalanced 

class problems. It is a measure of the agreement between the predicted and the actual 

classifications in a dataset [34]. The value of Cohen’s kappa is always less than or equal to 1. 

https://en.wikipedia.org/wiki/Cohen%27s_kappa
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Landis and Koch (1977) provide a way to characterize the values of this statistic: value < 0 is 

indicating “no agreement”, 0–0.20 as “slight”, 0.21–0.40 as “fair”, 0.41–0.60 as “moderate”, 

0.61–0.80 as “substantial”, and 0.81–1 as “almost perfect agreement” [34]. 

In this paper, algorithms were developed using a sample of 80% of the individuals in each 

group (training dataset, n=1610) and validated in the remaining 20% (test dataset, n=403). All 

models were trained based on 10-fold cross validation. We designed the 10-fold cross 

validation not only to assess performance, but also to optimize prediction models using ML 

techniques. We used 10-fold cross validation on the training set, and the performance was 

measured on the testing set. We used open source statistical software R for the analysis 

purpose. 

2.7 Results 

Among the training set of selected samples (n=1610), 826 were anemic and 784 were non-

anemic. Bivariate analyses of the outcome variable and characteristics of participants for 

training data and full data are shown in Table 1 and Table A1 (Appendix), respectively. Those 

variables (except Division) that showed statistically significant differences between the two 

groups of the outcome variables (anemia status), in full data, according to Pearson Chi-square 

test, were considered for modeling purposes. In total, fifteen factors were found to be 

significantly associated with anemia based on the BDHS (2011) data set. As shown in Table 

A1, factors based on parents’ demographic and health status, like mother’s age, underweight 

status, anemia status, education status of both parents, as well as factors like, child age, child 

stunting status, child breastfeeding status, child morbidity, along with other household 

characteristics, were used to develop the machine learning algorithms on the training dataset. 

The five different algorithms were applied to classify the children in the test dataset as 

“anemic” and “non-anemic” based on the risk factors found to be significantly associated in 

the bivariate analysis. The predictive performances of the algorithms used are compared based 

on the performance parameters such as accuracy, sensitivity and specificity. Moreover, the 

discriminative accuracy of the algorithms is compared using the AUC and Cohen’s kappa 

statistic. 

The prediction results with performance parameters for each of the machine learning 

algorithms are presented in Table 2, for both the training and the test datasets. Using the 

logistic regression, the accuracy in the test dataset is found out to be 62.75% with a sensitivity 

of 63.41% and specificity of 62.11%. The LDA showed an accuracy of 63.15% in prediction 

of the anemia status of the test observations, with a sensitivity of 64.23%, specificity of 

62.11%. This accuracy is followed by the accuracy of 62.35% by the CART algorithm and the 

accuracy of 62.75% by the SVM with linear kernel. The CART algorithm attains a relatively 

higher sensitivity of 71.54% compensating with a relatively lower specificity of 53.52%; 

whereas SVM (linear) lies parallel with the LDA having shown a sensitivity of 64.23% and a 

https://en.wikipedia.org/wiki/Cohen%27s_kappa
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specificity of 61.33%. Among the 5 classifiers, the best results have been achieved with the 

random forest algorithm having shown an accuracy of 68.53%, a sensitivity of 70.73% and a 

specificity of 66.41%. However, the k-NN algorithm has shown the relatively poorest 

performance with accuracy, sensitivity and specificity of 61.95, 65.85and 58.20 respectively. 

The AUC value as found using the LR for classification of anemia status is 62.8% (0.6276), 

with a value of 0.2551 of the Cohen’s kappa statistic, suggesting a “fair” discriminative power. 

However, the other algorithms including LDA, CART, k-NN and SVM show discriminative 

abilities similar to the traditional LR algorithm as shown by the Cohen’s Kappa statistic values 

of 0.2632, 0.2496, 0.2401 and 0.2553, respectively. However, the Cohen’s kappa statistic 

shows the greater similarity between exact class and predicted class in the RF algorithm 

(0.3831) with maximum discriminative ability of 68.57% as also shown by the AUC values 

in Table 2. Thus, the RF algorithm performed the best in predicting the anemia status of the 

cases as indicated by all the performance indicators among all the other algorithms used in our 

study. 

Identification of important features is also crucial in machine learning prediction. Feature 

importance rates shows how important each feature is for the decision a tree makes. The 

random forest (best algorithm for anemia prediction in our study) give a high importance to 

the “child morbidity regarding fever” feature, it also chooses “household toilet facilities” and 

“children age” to be the 2nd and 3rd most informative features overall. Any drug for parasites 

with 6 months, maternal underweight and place of residence also seem to be some of the 

influential factors, followed by child stunting status, maternal age, child breastfeeding status, 

maternal anemia, maternal education and paternal education. The random forest forces the 

algorithm to consider many possible explanations due to the randomness in model building 

and it captures a much broader picture of the data (Figure 1). 

 

3. Discussion 

Integrating machine learning techniques in predicting patient survival and disease status 

has become increasingly popular in healthcare and public health research [11, 15-17, 35] 

resulting in a positive impact on the improvement of health care planning. However, till date, 

very little research has been done on the use of machine learning algorithms to predict the 

disease status using cross-sectional demographic and health survey data [36, 37]. Moreover, 

no research has explored the potential of ML in predicting anemia status of children under-

five years in Bangladesh. We found that childhood anemia can be predicted fairly accurately 

using a set of socio-demographic and health characteristics of the population routinely 

collected in health surveys. 

In this study, an attempt was made to explore the 2011 BDHS dataset to provide an initial 

insight into the potential applicability of machine learning techniques in predicting anemia 

https://en.wikipedia.org/wiki/Cohen%27s_kappa
https://en.wikipedia.org/wiki/Cohen%27s_kappa
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status of under-five children based on socio-demographic and health characteristics. The 

findings clearly suggested that most of the attributes related to maternal and child health such 

as child age, maternal anemia, child malnutrition, maternal malnutrition, breastfeeding status 

of the children etc., have strong relation with anemia status of the children. Moreover, 

household characteristics such as toilet and water facilities and the socio-economic condition 

of the household as reflected through the wealth index, show a clear association with the 

incidence of anemia. Several models were built during experimentation that could predict the 

risk of childhood anemia based on these significantly related attributes. 

We trained five different machine learning algorithms using the training dataset for 

predicting the incidence of anemia adjusting for multiple risk factors. The predictions were 

compared with those obtained from the logistic regression, which is the most widely used 

classifier in predicting disease status. The logistic model classifier showed an accuracy of 

62.75% in predicting the anemia incidence in the test dataset. Among the predictive models 

built using machine learning techniques, random forest showed the best prediction accuracy 

result of 68.6% and also showed the highest discriminating power, as shown by a ROC area 

of 68.57%. However, the other predictive models showed similar predictive capability as the 

traditional logistic regression, with k-NN showing the least in performing predictions. Anemia 

is a life-threatening disease which affects the hemoglobin production and is especially 

(potentially) fatal in children. Hence, the use of machine learning in this study showed that 

the probability of childhood anemia can be minimized substantially by intervening in certain 

socio- demographic and health-related factors. These algorithms can also be used not only as 

a guide to monitor future undertakings to control anemia but also for formulating child 

nutrition programs and health policies. Moreover, this can help in building a knowledge-based 

system for predicting childhood anemia incidence for children residing in Bangladesh, but it 

cannot replace the physician’s intuition and interpretive skills. 

This study has some limitations. As the predictive models used in this study were 

established using cross-sectional demographic and health survey data, additional information 

on potentially other relevant clinical and dietary variables were unavailable. Incorporating 

those variables would likely to have improved the predictive accuracy. Since some attributes 

(i.e. diarrhea and fever status of the children within last two weeks from survey interview date) 

were self-reported, there were chances of recall bias. Also, due to lack of data availability post 

year 2011, any change in the scenario of anemia over time could not be reported in this study. 

Finally, out of the numerous ML algorithms that could have been applied in this context, the 

algorithms were chosen on subjective judgment. However, this study provides evidence that 

ML algorithms can be used to predict anemia based on the common risk factors, which can 

assist in the development of interventions in preventing anemia among children. 
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4. Conclusion 

We compared several machine learning prediction models for predicting whether a patient 

has anemia given the risk factors. Among the models considered, the random forest performed 

the best with the highest classification accuracy to predict anemia in the Bangladeshi 

population. This study highlights not only the utility of ML algorithms but also the importance 

of using common socio-demographic and health related characteristics to predict the disease 

status. Moreover, our findings would be useful for identifying children who are at risk of 

anemia in the future giving the policymakers and healthcare providers a tool to implement 

necessary interventions and improve care practices. Thus, a model built on the common risk 

factors would assist in the prevention and control of childhood anemia. 
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Table 1: Bivariate analyses of selected variables and anemia status of the children (based on 

training data, sample size=1610). 

Variables 

Non-anemic 

N=784 

Anemic 

N=826 

Odds 

Ratio 

(OR) p-value 

Maternal age (year) 
  

 <0.001 

<20 8.16% 17.10% Ref. 
 

>=40 2.55% 2.54 % 0.48 
 

20-29 64.70% 57.60% 0.43 
 

30-39 24.60% 22.80% 0.44 
 

Maternal education 
  

 ≤0.05 

Higher 8.55% 4.72% Ref. 
 

No education 19.30% 20.10% 1.88 
 

Primary 30.90% 32.70% 1.91 
 

Secondary 41.30% 42.50% 1.86 
 

Paternal education 
  

 0.163 

Higher 14.20% 10.70% Ref. 
 

No education 28.70% 28.70% 1.33 
 

Primary 29.50% 32.30% 1.46 
 

Secondary 27.70% 28.30% 1.36 
 

Maternal working status 
  

 0.999 

No 90.10% 90.00% Ref. 
 

Yes 9.95% 10.00% 1.01 
 

Child age (month) 
  

 <0.001 

24-59 79.70% 54.80% Ref 
 

6-23 20.30% 45.20% 3.23 
 

Child stunting status 
  

 <0.001 

No 62.90% 53.40% Ref 
 

Yes 37.10% 45.20% 1.48 
 

Child breastfeeding status 
  

 <0.001 

No 44.40% 26.40% Ref. 
 

Yes 55.60% 73.60% 2.22 
 

Maternal anemia 
  

 <0.001 

No 63.30% 48.20% Ref. 
 

Yes 33.70% 51.80% 2.12 
 

Gender 
  

 ≤ 0.05 

Female 51.40% 45.60% Ref 
 

Male 48.60% 54.40% 1.26 
 

Maternal underweight 
  

 ≤ 0.01 
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No 73.70% 67.70% Ref. 
 

Yes 26.30% 33.30% 1.34 
 

Household toilet facilities 
  

 0.066 

Improved 56.60% 51.90% Ref. 
 

Non-improved 43.40% 48.10% 1.21 
 

Household water source 
  

 0.366 

Improved 98.30% 97.60% Ref. 
 

Non-improved 1.66% 2.42% 1.47 
 

Child morbidity (fever) 
  

 ≤ 0.05 

No 62.10% 56.30% Ref. 
 

Yes 37.90% 43.70% 1.27 
 

Child morbidity (diarrhea) 
  

 0.478 

No 94.80% 93.80% Ref. 
 

Yes 5.23% 6.17% 1.19 
 

Place of residence 
  

 0.341 

Rural 69.30% 71.50% Ref. 
 

Urban 30.70% 28.50% 0.90 
 

Division 
  

 0.073 

Barisal 8.93% 11.86% Ref. 
 

Chittagong 18.60% 17.80% 0.72 
 

Dhaka 16.50% 16.10% 0.74 
 

Khulna 10.70% 11.60% 0.82 
 

Rajshahi 13.80% 11.40% 0.62 
 

Rangpur 12.40% 15.60% 0.95 
 

Sylhet 19.10% 15.60% 0.62 
 

Number of living children 2.30 (1.06) 2.29 (1.11) 0.99 0.828 

Wealth index 
  

 <0.01 

Middle 17.50% 16.70% Ref. 
 

Poorer 18.10% 21.70% 1.25 
 

Poorest 20.40% 26.90% 1.38 
 

Richer 22.20% 16.80% 0.79 
 

Richest 21.80% 17.90% 0.86 
 

Size of children at birth 
  

 0.683 

Average 66.80% 66.90% Ref. 
 

Larger than average 12.00% 14.00% 1.17 
 

Smaller than average 13.10% 11.90% 0.90 
 

Very large 1.79% 1.69% 0.95 
 

Very small 6.25% 5.45% 0.87 
 

Vitamin A within 6 months 
  

 0.037 
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No 37.50% 42.70% Ref. 
 

Yes 62.50% 57.30% 0.80 
 

Iron with 7 days 
  

 0.512 

No 97.30% 97.90% Ref. 
 

Yes 2.68% 2.06% 0.84 
 

Any drug for parasites within 6 months 
  

 <0.001 

No 42.60% 56.50% Ref. 
 

Yes 57.40% 43.50% 0.57 
 

Number of household members 0.82 (0.66) 0.83 (0.65) 0.73 0.727 

Number of under 5 children 0.39 (0.49) 0.40 (0.49) 0.63 0.632 

Ref.: Reference category 
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Table 2: The performance indicators of all the six machine learning algorithms. 

 Algorithms 

 LDA CART k-NN 
SVM 

(linear) 
RF LR 

Training set       

Accuracy 

(%, 95% CI) 

63.84 62.14 67.73 66.73 96.16 63.99 

(61.69- 

 65.95) 

(59.98- 

64.27) 

(65.63- 

69.77) 

(64.62- 

68.79) 

(95.22-

9696) 

(61.84- 

66.09) 

Kappa 0.2749 0.2331 0.3524 0.3321 0.923 0.2777 

Sensitivity (%) 65.50 73.18 69.95 69.38 96.59 65.88 

Specificity (%) 62.00 49.89 65.26 63.79 95.68 61.89 

AUC (95% CI) 

0.6375 0.6154 0.6761 0.6659 0.9614 0.6389 

(0.6164-

0.6586) 

(0.5946-

0.6361) 

(0.6556-

0.6966) 

(0.6452-

0.6865) 

(0.9529-

0.9698) 

(0.6178-

0.6599) 

Test set       

Accuracy 

(%, 95% CI) 

63.15 62.35 61.95 62.75 68.53** 62.75 

(58.76-  

67.38) 

(57.95- 

66.60) 

(57.55-

66.22) 

(58.35-

66.99) 

(64.26-

72.57) 

(58.35- 

66.99) 

Kappa 0.2632 0.2496 0.2401 0.2553 0.3710** 0.2551 

Sensitivity (%) 64.23 71.54** 65.85 64.23 70.73 63.41 

Specificity (%) 62.11 53.52 58.20 61.33 66.41** 62.11 

AUC (95% CI) 

0.6317 0.6253 0.6203 0.6278 0.6857** 0.6276 

(0.5894-

0.6740) 

(0.5836-

0.6670) 

(0.5779-

0.6627) 

(0.5854-

0.6701) 

(0.645-

0.7263) 

(0.5852-

0.6700) 

**indicates the best in performance 
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Figure 1: Variable importance from the best model (random forest). 
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Appendix 

Table A1: Bivariate analyses of selected variables and anemia status of the children (based on 

full data, sample size=2013). 

Variables 

Non-anemic 

N=975 

Anemic 

N=1038 p-value 

Maternal age (year) 
  

<0.001 

<20 8.21% 15.20% 
 

>=40 3.08% 2.79% 
 

20-29 63.70% 59.50% 
 

30-39 25.00% 22.40% 
 

Maternal education 
  

<0.01 

Higher 8.82% 5.11% 
 

No education 19.40% 20.70% 
 

Primary 30.90% 34.00% 
 

Secondary 40.90% 40.20% 
 

Paternal education 
  

<0.01 

Higher 15.70% 10.20% 
 

No education 28.80% 28.90% 
 

Primary 28.00% 33.50% 
 

Secondary 27.50% 27.40% 
 

Maternal working status 
  

0.911 

No 89.80% 89.60% 
 

Yes 10.20% 10.40% 
 

Child age (month) 
  

<0.001 

24-59 79.90% 56.00% 
 

6-23 20.10% 44.00% 
 

Child stunting status 
  

<0.001 

No 63.00% 53.90% 
 

Yes 37.00% 46.10% 
 

Child breastfeeding status 
  

<0.001 

No 43.90% 27.40% 
 

Yes 56.10% 72.60% 
 

Maternal anemia 
  

<0.001 

No 64.80% 49.10% 
 

Yes 35.20% 50.90% 
 

Gender 
  

0.186 

Female 50.30% 47.20% 
 

Male 49.70% 52.80% 
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Maternal underweight 
  

<0.001 

No 74.50% 66.90% 
 

Yes 25.50% 33.10% 
 

Household toilet facilities 
  ≤ 0.01 

Improved 56.30% 50.00% 
 

non-improved 43.70% 50.00% 
 

Household water source 
  

≤0.05 

Improved 98.60% 96.80% 
 

non-improved 1.44% 3.18% 
 

Child morbidity (fever) 
  

≤0.01 

No 62.80% 56.60% 
 

Yes 37.20% 43.40% 
 

Child morbidity (diarrhea) 
  

0.397 

No 95.10% 94.10% 
 

Yes 4.92% 5.88% 
 

Place of residence 
  

≤0.05 

Rural 67.70% 71.80% 
 

Urban 32.30% 28.20% 
 

Division 
  

≤0.05 

Barisal 8.92% 11.80% 
 

Chittagong 18.80% 17.90% 
 

Dhaka 18.10% 15.40% 
 

Khulna 10.70% 11.80% 
 

Rajshahi 13.10% 11.60% 
 

Rangpur 11.90% 15.40% 
 

Sylhet 18.60% 16.10% 
 

Number of living children 2.31 (1.07) 2.31 (1.10) 0.895 

Wealth index 
  

<0.001 

Middle 18.10% 17.40% 
 

Poorer 18.10% 22.00% 
 

Poorest 19.90% 26.80% 
 

Richer 20.60% 16.60% 
 

Richest 23.40% 17.20% 
 

Size of children at birth 
  

0.758 

Average 68.30% 66.90% 
 

Larger than average 12.00% 13.80% 
 

Smaller than average 12.50% 12.50% 
 

Very large 1.85% 1.45% 
 

Very small 5.33% 5.39% 
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Vitamin A within 6 months 
  

0.086 

No 38.10% 41.90% 
 

Yes 61.90% 58.10% 
 

Iron with 7 days 
  

0.821 

No 97.30% 97.60% 
 

Yes 2.67% 2.41% 
 

Any drug for parasites within 6 months 
  

<0.001 

No 43.40% 55.70% 
 

Yes 56.60% 44.30% 
 

Number of household members 0.83 (0.66) 0.81 (0.65) 0.457 

Number of under 5 children 0.39 (0.49) 0.39 (0.49) 0.936 
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