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Abstract
Many undergraduate students who matriculated in Science, Technology, Engineering and Mathematics (STEM) degree programs drop out or switch their major. Previous studies indicate that performance of students in prerequisite courses is important for attrition of students in STEM. This study analyzed demographic information, ACT/SAT score, and performance of students in freshman year courses to develop machine learning models predicting their success in earning a bachelor’s degree in biology. The predictive model based on Random Forest (RF) and Extreme Gradient Boosting (XGBoost) showed a better performance in terms of AUC (Area Under the Curve) with more balanced sensitivity and specificity than Logistic Regression (LR), K-Nearest Neighbor (KNN), and Neural Network (NN) models. An explainable machine learning approach called break-down was employed to identify important freshman year courses that could have a larger impact on student success at the biology degree program and student levels. More important courses identified at the program level can help program coordinators to prioritize their effort in addressing student attrition while more important courses identified at the student level can help academic advisors to provide more personalized, data-driven guidance to students.
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1 Introduction
As our society becomes more complex, it is important to be able to solve problems by gathering and evaluating information, and making data-driven decisions. Since these are the kinds of skills students can develop in STEM courses, education researchers and policy makers have been emphasizing importance of attracting and maintaining students in STEM programs in college (Ehrenberg, 2010; Olson and Riordan, 2012; Sullivan, 2006; Xie and Killewald, 2012). Unfortunately, however, the number of students who choose a STEM degree is decreasing, and many students who matriculated as a STEM major either drop out or change their major. A report from the National Center for Educational Statistics indicated that only 13.7% of entering undergraduate students in 2003 intended to major in STEM, which is about 9% decrease compared to the 1995–1996 cohort (Chen and Weko, 2009). From 2003 to 2006, just 50% of students who matriculated as a STEM major earned a STEM degree or continued studying STEM subjects (Chen and Ho, 2012). Similar patterns were found in more recent studies, Chen and Soldner (2013) reported that about half (48%) of bachelor’s degree students and more than two-thirds (69%) of associate’s degree students who entered STEM fields between 2003
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and 2009 had left these fields by spring 2009. The study conducted by National Science Board (2018) indicates that more than 30% of students who started as a science or engineering major left the field within two years. These findings call for studies on STEM persistence and dropout because shortage of STEM graduates will cause a workforce deficit and have a negative effect on economy (Olson and Riordan, 2012).

Researchers in various fields, from higher education to educational data mining, studied several factors that may have an impact on STEM degree completion and dropout, and tried to predict whether students will be able to earn a STEM degree in time. According to Cromley et al. (2015), cognitive (e.g., GPA, ACT/SAT score, STEM achievement in high school, etc.), motivational (e.g., STEM self-efficacy, interest, relevance of STEM materials, etc.) and institutional factors (e.g., course timing and registration policy, career counseling, financial aid policy, etc.) are playing an important role in helping students persist in the STEM degree program. Various analysis methods, such as educational data mining (Berens et al., 2019; Aulck et al., 2019), longitudinal data analysis (Bettencourt et al., 2020), survival analysis (Chen et al., 2018), latent growth model (Dai and Cromley, 2014), and hierarchical model (Le et al., 2014), have been used to investigate why students are dropping out of STEM programs, and to build predictive models of STEM degree completion and dropout.

As summarized in the Related Work section below, these studies analyzed either data from a self-reported survey assessing emotional and motivational factors and/or institutional data such as demographic information and academic performance to explain how predictors can explain or predict the likelihood of successfully completing a STEM degree. However, since these studies used aggregated academic performance, such as cumulative GPA, as a predictor, they were not able to identify individual courses having a large effect on student success in earning a STEM degree. In the present study, students’ timely graduation was predicted based on their performance on individual courses, allowing for identifying important prerequisite courses from data routinely collected by institution of higher education. More specifically, this study seeks to answer the following two research questions: (1) to what extent can we predict timely graduation of college students majoring in biology?; and (2) which freshman year courses had a greater impact, positive or negative, on timely graduation?

In order to answer these questions, predictors reflecting student performance in freshman year courses were generated from registrar records at a large, public research university in the southern US. Then, five machine learning models estimating a likelihood of completing a degree program in time were developed, and their predictive power was compared. Finally, importance of predictors was examined at the degree program and at the student level to identify important prerequisite courses affecting student success in earning a biology undergraduate degree in time.

2 Related Work

Many learning theories, such as Ausubel’s meaningful learning theory (Ausubel, 1963), Bruner’s spiral theory of learning (Bruner, 1974), Gagné’s theory of instruction (Gagné and Briggs, 1974), and Reigeluth’s elaboration theory (Reigeluth, 1979), emphasize importance of sequencing and organizing educational contents to facilitate student learning. As a result, identifying “prerequisite relations” by performing a task analysis of a domain has become an important part of designing effective educational materials (Reigeluth et al., 1978). Although some efforts have been made to empirically validate the structure of a target knowledge domain, identifying prerequisite relations among program components have been relying mostly on subject matter
experts and not data-driven. This study applied machine learning to registrar records, such as course grade, to identify prerequisite relations among the courses students took in their freshman year.

Based on the focus of data analysis, previous studies can be categorized into two classes: (1) identifying important variables that can explain student success; or (2) developing a model that can predict student success in a course or degree program. Studies focusing on explaining student success tend to utilize conventional statistical methods while studies predicting student success typically take a machine learning approach to develop a predictive model based on self-reported survey, demographic and academic performance data. The following sections summarize the findings from previous studies explaining or predicting student success.

2.1 Explaining Student Success in College

Thompson and Bolin (2011) performed a series of Chi-squared tests on institutional data to investigate student attrition in STEM degree programs. They found that the proportion of students who earned, switched from or dropped out of STEM programs is different depending on major, ethnicity and high school ranking of students. Smith et al. (2012) developed a multiple regression model to examine the impact of various explanatory variables on the grade of students in an accounting course. Although their analysis found several statistically significant explanatory variables (e.g., age, gender, major, English as a second language, and deferring completion of the first accounting unit, etc.), their model explained only 10% of the variance in the data. Cochran et al. (2013) studied relationships between various explanatory variables (e.g., age, gender, ethnicity, GPA, financial aid status, major and previous withdrawal experience, etc.) and student retention in online courses. The results from their LR analysis indicate that GPA in college classes and class standing (senior vs. non-senior) are important characteristics of students regardless of gender, ethnicity and other factors. Patrick et al. (2021) performed a LR analysis to examine relationships between engineering interest, recognition and performance/competence assessed in a self-reported survey and one-year persistence of engineering students after controlling for gender, major, classification and mother’s education. Although they found that major, classification, and engineering interest showed a statistically significant relationship with persistence of students, their LR model explained only 6% of variance in observed engineering persistence, suggesting a weak predictive power for future predictions.

Lee and Ferrare (2019) analyzed the Beginning Postsecondary Student Longitudinal Study (BPS: 04/09) data, which captures parental information (education and income), academic performance (incoming college credits taken in high school, and GPA in the freshman year), financial context (employment, loans or tuition) and major of 16,680 first-time beginning students, and characteristics of institution they attended (Historically Black Colleges and Universities, Hispanic Serving Institutions or doctoral-granting). Their LR model suggests that students who switched from STEM to non-STEM were more likely to drop out of college, compared to students who stayed in their initially declared major. Bettencourt et al. (2020) analyzed the Education Longitudinal Study (ELS: 2002/12) data to compare first-generation students to continuing-generation students who were enrolled in STEM degree programs. Their multinomial regression analysis indicates that pre-college STEM factors, such as advanced math and science courses taken in high school, have a positive relationship with getting a STEM degree while first generation status is associated with a higher drop-out rate.

These studies found that certain demographic information (e.g., age, gender, ethnicity, etc.) can explain whether college students will be able to graduate in time. However, these
demographic factors would not be able to accurately predict students’ timely graduation because they account for only a small fraction (< 10%) of variance in the data.

2.2 Predicting Student Success in College

Kovačić (2010) investigated the effect of social-demographic variables (age, gender, ethnicity, education, work status, and disability) and study environments (course program and course block) on attrition of students using decision tree. Of these variables, ethnicity, course program and course block were strongly associated with persistence and drop-out of students, and the decision tree model was able to predict 60.5% cases correctly. By using LR, decision tree and artificial NN, Delen (2011) predicted from several variables, such as age, gender, ethnicity, financial status, major, SAT score, GPA and credit hours earned in college, whether undergraduate students will return in sophomore year. All three models showed a weak predictive power, classification accuracy ranging from 63.31% to 68.55%. Bayer et al. (2012) examined whether social behaviors of students can improve performance of machine learning algorithms predicting drop-out and school failure. When they incorporated social dependencies extracted from email and discussion board conversations into the model, accuracy of machine learning algorithms was improved by more than 10%.

When Chen et al. (2018) performed a survival analysis to predict at-risk students who are likely to drop out of college, they found that it performed better than popular machine learning algorithms, such as LR, decision tree and boosting. Nagy and Molontay (2018) developed gradient boosted tree, naive bayes, KNN, and deep learning models to predict dropout of 15,825 undergraduate students based on data available at the time of matriculation (e.g., academic performance in secondary school, demographic information, etc.). Berens et al. (2019) used an Adaptive Boosting (AdaBoost) algorithm combining LR, NN and decision tree models to predict at-risk undergraduate students who are likely to drop out of college. Their AdaBoost model, which employs features derived from demographic information (e.g., age, gender, immigration background, etc.) and academic performance (e.g., GPA, average semester credit points earned, number of attempted but failed exams, etc.), was able to predict attrition of students with an accuracy of 82% at the end of first semester. Anlck et al. (2019) trained regularized LR, KNN, RF, support vector machine and gradient boosted tree models on registrar records of more than 60,000 undergraduate students to predict their academic success. Their machine learning models were able to predict students’ second year enrollment and eventual graduation with sufficiently high accuracy.

Similar to the results of studies focusing on explaining student success, various demographic information, such as age, gender and ethnicity, was found useful in predicting student success. Also, these studies found that aggregated academic performance, such as cumulative GPA, is an important predictor of student success. However, these studies were not able to identify important prerequisite courses having a large effect on student success because academic performance used as a predictor in their model was averaged over all the courses students took in high school or college.

3 Data

In order to answer the research questions, this study developed five predictive models employing LR (Cox, 1958), KNN (Altman, 1992), NN (McCulloch and Pitts, 1943), RF (Breiman, 2001)
Table 1: Description of predictor variables.

<table>
<thead>
<tr>
<th>Name</th>
<th>Type</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
<td>Categorical</td>
<td>{Female, Male}</td>
</tr>
<tr>
<td>Ethnicity</td>
<td>Categorical</td>
<td>{African American, American Indian, Asian/Pacific Islander, Hispanic, Non-resident, Other, White}</td>
</tr>
<tr>
<td>ACT/SAT</td>
<td>Numeric</td>
<td>Normalized by the highest possible score</td>
</tr>
<tr>
<td>Grade</td>
<td>Categorical</td>
<td>{A/B, C/D, F, Not_Taken}</td>
</tr>
</tbody>
</table>

and XGBoost (Chen and Guestrin, 2016) on data obtained from the office of registrar of a large, public research university in the southern US.

The data set includes demographic information of 569 students majoring in biology (age, gender, and ethnicity), their ACT/SAT score, academic plan submitted in the first semester (Fall 2015), academic plan completed at graduation, and letter grades in freshman year courses. Of these 569 students, only 21% of them (N = 118) were able to earn a biology bachelor’s degree in four years.

3.1 Data Pre-processing

As this study seeks to identify freshman year courses that have a large impact on student success in completing a bachelor’s degree in biology, the course grades undergraduate students received in their first year of study were used as primary predictor variables. When students took the same course more than once, the grade from the first attempt was used. In the data set analyzed in this study, there were 305 unique courses at least one student majoring in biology took in the freshman year. The median enrollment size of courses in the data set was 2, indicating that a large number of courses contain only one or two students majoring in biology.

Because the data set contains a large number of courses, using letter grades as a predictor causes two problems. First, the data set will contain too many missing values because students did not take the same set of courses. To address this issue, the course grade was treated as a categorical variable with four levels (A or B/C or D/F, and Not_Taken), which allows for encoding performance of students without generating missing values. The other problem is that it will create too many predictors with little predictive power because many courses contain only one or two students. In order to avoid creating too many, non-informative predictor variables from course letter grades, the courses associated with less than 28 students, which corresponds to 5% of the total number of students, were merged into a new course called “other.” This pre-processing step reduced the number of unique courses in the data set from 305 to 29.

3.2 Description of Predictors

Table 1 lists the variables that were used in predicting student success in getting a biology degree in twelve semesters (including four summer semesters).

Of 569 students matriculated as a biology major in Fall 2015, 363 (64%) of them were female. Table 2 summarizes the proportion of female and male students who were able to get a biology degree by the Fall 2019 semester. Gender is correlated with student success in getting a degree in time; 23% of female students were able to graduate with a degree while only 17% of male students were successful.
Table 2: Graduation vs. gender & ethnicity of students.

<table>
<thead>
<tr>
<th>Predictor</th>
<th>Value</th>
<th>Graduation</th>
<th>Number of students</th>
<th>Proportion of students who earned the degree</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
<td>Female</td>
<td>Yes</td>
<td>82</td>
<td>0.23</td>
</tr>
<tr>
<td></td>
<td>Female</td>
<td>No</td>
<td>281</td>
<td>0.77</td>
</tr>
<tr>
<td></td>
<td>Male</td>
<td>Yes</td>
<td>36</td>
<td>0.17</td>
</tr>
<tr>
<td></td>
<td>Male</td>
<td>No</td>
<td>170</td>
<td>0.83</td>
</tr>
<tr>
<td>Ethnicity</td>
<td>African American</td>
<td>Yes</td>
<td>16</td>
<td>0.17</td>
</tr>
<tr>
<td></td>
<td>African American</td>
<td>No</td>
<td>76</td>
<td>0.83</td>
</tr>
<tr>
<td></td>
<td>American Indian</td>
<td>Yes</td>
<td>1</td>
<td>0.14</td>
</tr>
<tr>
<td></td>
<td>American Indian</td>
<td>No</td>
<td>6</td>
<td>0.86</td>
</tr>
<tr>
<td></td>
<td>Asian/Pacific Islander</td>
<td>Yes</td>
<td>21</td>
<td>0.25</td>
</tr>
<tr>
<td></td>
<td>Asian/Pacific Islander</td>
<td>No</td>
<td>64</td>
<td>0.75</td>
</tr>
<tr>
<td></td>
<td>Hispanic</td>
<td>Yes</td>
<td>33</td>
<td>0.20</td>
</tr>
<tr>
<td></td>
<td>Hispanic</td>
<td>No</td>
<td>135</td>
<td>0.80</td>
</tr>
<tr>
<td></td>
<td>Non-resident</td>
<td>Yes</td>
<td>2</td>
<td>0.20</td>
</tr>
<tr>
<td></td>
<td>Non-resident</td>
<td>No</td>
<td>8</td>
<td>0.80</td>
</tr>
<tr>
<td></td>
<td>Other</td>
<td>Yes</td>
<td>0</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>Other</td>
<td>No</td>
<td>3</td>
<td>1.00</td>
</tr>
<tr>
<td></td>
<td>White</td>
<td>Yes</td>
<td>45</td>
<td>0.22</td>
</tr>
<tr>
<td></td>
<td>White</td>
<td>No</td>
<td>159</td>
<td>0.78</td>
</tr>
</tbody>
</table>

White was the largest ethnicity group (N = 204, 36%), followed by Hispanic (N = 168, 30%) and African American (N = 92, 16%). Students in the Asian/Pacific Islander category were most successful in getting a degree in time (graduation rate = 0.25), followed by students in the White category (graduation rate = 0.22). American Indian and African American were two ethnic groups showing a higher rate of drop-out or major-change as summarized in Table 2.

Students who were able to graduate with a biology degree did not have a higher ACT/SAT scores ($M = 0.68, SD = 0.09$; $t (180.64) = 1.26, p = 0.21$), compared to students who dropped out or switch the major ($M = 0.67, SD = 0.09$).

Figure 1 shows the proportion of grades from all courses in the data set analyzed in this study. Students who were able to graduate with a biology degree got more A or B’s, compared to students who either dropped out or changed the major. Also, approximately 11.5% of grades given to students who dropped out of the biology program or switched the major were F while only 2.0% of grades were F for students who were able to get the degree in time.
4 Method

In order to predict student success in earning a bachelor’s degree in biology, five predictive models based on LR, KNN, NN, RF and XGBoost, were developed using an R package called tidymodels (Khun and Silge, 2022), and performance of these predictive models were compared.

Because using one data set in building and evaluating a predictive model yields overly optimistic results (James et al., 2013), this study used a training/test set approach in which a training set is used to estimate model parameters, and a separate test set is used to evaluate predictive power of models without an opportunistic bias. When creating training and test sets, which consist of 80% and 20% of pre-processed data, a stratified random sampling was used in order to ensure that the ratio of positive (students who were able to earn a biology bachelor’s degree in time) and negative instances (students who either dropped out or switched the major) in training and test sets are similar. For KNN, NN, RF and XGBoost models, 10-fold cross validation was used to tune their hyperparameters over a parameter space maximizing entropy (Shewry and Wynn, 1987). Table 3 summarizes the best hyperparameter values of predictive models obtained from the 10-fold cross validation process.

In estimating predictive power of machine learning algorithms, accuracy, sensitivity, specificity, and AUC values computed on the test set were used. Each machine learning algorithm estimated a probability for each student to earn a biology degree, and the student was predicted to be able to graduate with a degree in time if the estimated probability value was greater than a pre-determined cutoff value. Because the data set was highly imbalanced, namely that only 21% of students were able to earn a degree, it was not desirable to use 0.5, which has been frequently used in previous studies, as a cutoff probability value. This study, therefore, used a value minimizing an absolute difference between sensitivity and specificity computed on the training set as a cutoff probability value (Fernández et al., 2018).
Table 3: Tuned hyperparameter values.

<table>
<thead>
<tr>
<th>Model</th>
<th>Hyperparameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>KNN</td>
<td>neighbors</td>
<td>27</td>
</tr>
<tr>
<td>RF</td>
<td>mtry</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>min_n</td>
<td>33</td>
</tr>
<tr>
<td>NN</td>
<td>hidden_units</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>penalty</td>
<td>0.971</td>
</tr>
<tr>
<td></td>
<td>epochs</td>
<td>831</td>
</tr>
<tr>
<td>XGBoost</td>
<td>mtry</td>
<td>19</td>
</tr>
<tr>
<td></td>
<td>min_n</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>tree_depth</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>learn_rate</td>
<td>$9.37 \times 10^{-7}$</td>
</tr>
<tr>
<td></td>
<td>loss_reduction</td>
<td>$6.11 \times 10^{-10}$</td>
</tr>
<tr>
<td></td>
<td>sample_size</td>
<td>0.532</td>
</tr>
</tbody>
</table>

The shortcoming of using accuracy, sensitivity or specificity as performance measurement is that these metrics can change quite significantly when a different cutoff threshold value is used (Kleinbaum and Klein, 2010). In order to address this issue, this study also used AUC in evaluating performance of machine learning models because AUC is computed on a large number of different cutoff threshold values. AUC can vary from 0.5 (predictive power not better than simple guessing) to 1.0 (perfect predictive model), and is known to be equal to a probability that a binary classification model will rank a randomly chosen positive instance higher than a randomly chosen negative instance (Fawcett, 2006).

When computing importance of predictors, this study employed a method called “permutation feature importance” (Breiman, 2001). In this method, importance of each predictor is assessed by the decrease in the model’s predictive power when values of the predictor under consideration is randomly shuffled; a predictor is considered important if shuffling its values significantly decreases the model’s predictive power.

Also, in order to explain the model’s prediction at the student level, this study adopted an explainable machine learning approach called break-down. The break-down method captures one variable’s contribution to model prediction on a particular student by computing a shift in the expected probability of observing an event of interest, graduating with a biology degree in time, while fixing values of other predictors (Biecek and Burzykowski, 2021). As a result, the breakdown plot decomposes model prediction into contributions attributed to different predictors in the model.

5 Results

5.1 Predicting Student Success in Earning Bachelor’s Degree in Biology

Table 4 lists the probability cutoff values derived from the training set, and the performance metric values (accuracy, sensitivity, specificity, and AUC) computed on the test set. Overall, LR did not perform as well as the other models because it is unable to capture non-linear
Table 4: Cutoff probability and metric values of predictive models.

<table>
<thead>
<tr>
<th></th>
<th>LR</th>
<th>KNN</th>
<th>NN</th>
<th>RF</th>
<th>XGBoost</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cutoff probability</td>
<td>0.28</td>
<td>0.38</td>
<td>0.44</td>
<td>0.28</td>
<td>0.50</td>
</tr>
<tr>
<td>Accuracy</td>
<td>0.68</td>
<td>0.71</td>
<td>0.71</td>
<td><strong>0.73</strong></td>
<td>0.71</td>
</tr>
<tr>
<td>Sensitivity</td>
<td>0.60</td>
<td>0.57</td>
<td>0.57</td>
<td>0.63</td>
<td><strong>0.67</strong></td>
</tr>
<tr>
<td>Specificity</td>
<td>0.70</td>
<td>0.74</td>
<td>0.74</td>
<td><strong>0.76</strong></td>
<td>0.73</td>
</tr>
<tr>
<td>AUC</td>
<td>0.62</td>
<td>0.71</td>
<td>0.70</td>
<td>0.77</td>
<td><strong>0.78</strong></td>
</tr>
</tbody>
</table>

relationships between predictor and outcome variables. RF showed the best performance in terms of accuracy and specificity while XGBoost performed best in terms of sensitivity and AUC. Considering the fact that it would be more important for an institution of higher education to identify students who are likely to drop out of the degree program or change their major, RF could be considered a more meaningful model than XGBoost because it showed a better performance on specificity. Another reason for preferring a RF model over XGBoost is that it allows us to use a letter grade as a predictor without dummy coding; since XGBoost cannot handle a categorical predictor, letter grades from each course had to be “dummy-coded”, which makes it less convenient to assess importance of each course in the degree program.

5.2 Identifying More Important Prerequisite Courses

More important prerequisite courses can be identified at the biology bachelor’s degree program level and at the student level. To find more important courses at the degree program level, this study estimated importance of each variable in predicting student success at the predictive model level. To find more important courses at the student level, this study employed a break-down method (Biecek and Burzykowski, 2021) as explained above. Since the RF model showed the highest performance in terms of accuracy and specificity while showing a comparable performance on AUC, the following subsections describe more importance prerequisite courses identified by the RF model.

5.2.1 More Important Courses at Program Level

Figure 2 shows the variable importance of RF model measured with a permutation importance method (Breiman, 2001) in which an average improvement of AUC values was used as importance value of each predictor. The RF model indicates that Chemistry 1420 and Biology 1720 are the two most important freshman year courses that have a large effect on student success, followed by Chemistry 1410, Chemistry 1440 and Biology 1710.

As summarized in the Related Work section, several previous studies found that demographic information (e.g., gender, ethnicity) and academic performance in high school were important predictors for academic success of college students (Bettencourt et al., 2020; Delen, 2011; Kovačić, 2010; Smith et al., 2012). However, the RF model developed in this study found that gender and ACT/SAT score are not as important as academic performance in the freshman year courses in predicting timely graduation of undergraduate students.
5.2.2 More Important Courses at Student Level

In order to identify courses that have a large effect at the student level, it is crucial to understand how a predictive model makes a decision on each student. Compared to linear models such as LR, fully non-linear models are based on highly flexible approaches that are much more difficult to interpret (James et al., 2013). In order to better understand how KNN, NN, RF and XGBoost models make a prediction on a specific instance (i.e., individual student), this study employed a break-down method.

The break-down method is a model-agnostic approach which decomposes the model’s prediction into separate contributions from each predictor, allowing for visualizing which predictor is more important when making a decision on a particular instance (Biecek and Burzykowski, 2021). Figure 3 shows a break-down plot of a student who failed to earn a biology degree in time. The dashed lines mark the cutoff probability value estimated from the training data. Because this student got an A/B in Chemistry 1440 (chem_1440 = 1), the fourth important predictor at the model level, the probability of graduation increased by 0.026. However, the probability of success decreased because this student received an F on Chemistry 1420 (chem_1420 = 3), the most important predictor at the model level, and did not take Biology 1720 (biol_1720 = 4), the second important predictor at the model level. Although this student received A’s on Mathematics 1650 (math_1650 = 1), Chemistry 1410 (chem_1410 = 1) and Political Science 1040 (psci_1040 = 1), which improved the likelihood of success, the RF model correctly predicted that this student would not be able to graduate in time because those courses are not as important as Chemistry 1420 and Biology 1720.

Figure 4 shows a break-down plot of a successful student. When this student did not take Chemistry 1420 (chem_1420 = 4) and Chemistry 1440 (chem_1440), the probability of success...
Figure 3: Break-down plot of unsuccessful student.

decreased by 0.017 and 0.015, respectively. However, based on good performance on other courses (e.g., Biology 1720 (biol_1720 = 1) and Biology 1710 (biol_1710 = 1)) and gender (1: Female), the RF model correctly predicted that this student would be able to earn a biology bachelor’s degree in time. Note that even though gender and ethnicity were not important predictors at the model level, the break-down method indicates that these factors have some effect on this particular student.

6 Discussion

This study applied five data mining algorithms, LR, KNN, NN, RF, and XGBoost, to information available in registrar records (gender, ethnicity, ACT/SAT score, and letter grades from freshman year courses) to predict whether students will be able to earn a biology bachelor’s degree in time. Of these five algorithms, RF and XGBoost showed a better performance than the other algorithms. Although RF and XGBoost showed a similar performance, RF could be considered more appropriate because it was better at identifying students who are likely to drop out of the degree program or change their major, which could allow an institution of higher education to provide proactive advice to those students. Also, this study was able to identify several freshman year courses that have a larger impact on student success at the biology bachelor’s degree program level by calculating variable importance values at the predictive model level. Finally, this study demonstrated that more important courses for a particular student can be identified by breaking down the model’s prediction into separate contributions from each predictor in the model. Practitioners who are not familiar with machine learning prefer a simple linear model such
Figure 4: Break-down plot of successful student.

as LR because it is easy to interpret (James et al., 2013). This study showed that an explainable machine learning approach, such as break-down, can help interpret how fully non-linear models make predictions, allowing practitioners to use more powerful non-linear models.

It is important to recognize that this is an observational study that analyzed a secondary data set. Therefore, it is possible that there are important confounding variables and factors, such as pre-existing student ability or parental background, not available in the data set analyzed in the study. Consequently, when interpreting the model’s prediction, it is crucial to acknowledge that importance of courses could change when additional predictors are added to the model in the future analysis.

Researchers have been emphasizing importance of so-called gateway courses, the courses college students take in the first two years in college, in improving retention of students in STEM. Previous studies found that gateway courses can become an obstacle in getting a STEM degree in time (Alexander et al., 2009; Gasiewski et al., 2012; Malcom and Feder, 2016; Suresh, 2007). Computing variable importance at the predictive model level can be used as a data-driven approach for quantifying importance of gateway courses. This approach can enable an institution of higher education to operate more efficiently because it can allow administrators to allocate limited resources to more important gateway courses first.

In order to support student success and improve student retention, many institutions of higher education provide advising service to students (Schwebel et al., 2012). According to Kuhn et al. (2006), course selection is one of the most frequently discussed topics in what they called prescriptive advising. More important courses identified at the student level can enable an institution of higher education to provide more personalized advising. For example, with a predictive model of student success developed on the freshman and sophomore year data from
previous years, academic advisors can provide guidance highly customized to rising sophomore students. The break-down plot can help academic advisors and students to better understand the importance of each course, making their conversation much more useful and meaningful.

It is important to recognize that the role of instructors and advisors becomes even more crucial when advanced learning technologies, such as machine learning, are used in education. For instance, when advisors are recommending courses, they must consider first the need and interest of students, instead of simply following recommendations from a predictive model. Similarly, predictive model of student success should not be used as a punitive tool weeding out students who may drop out or switch the major. Instead, it should be used as a means to providing personalized support and guidance to help students be more successful in their academic endeavor.

This study has several limitations stemming from sample size. This study estimated a cutoff probability value for making a prediction on student success (i.e., graduate with a biology degree in time) from a training set that was used to fit the prediction model. Ideally, a cutoff probability value should be estimated from a separate validation set, which was not possible due to modest sample size. Also, this study did not distinguish students who dropped out from students who switched their major. Of 455 students who did not earn a biology degree in time, 174 of them (38%) graduated with a non-biology degree. It would be meaningful to develop a multi-class classification model, which requires a larger data set, predicting three outcomes (i.e., graduate with a biology degree, drop out, and graduate with a non-biology degree).

Another area of improvement is in estimating importance of variables. Although the permutation feature importance method has been widely used in machine learning research, it was found that that permutation feature importance scores do not always agree with those based on traditional methods, and are biased toward certain variable types (Ctrobl et al., 2007). It would be desirable to use a variable importance measure that has a bias-correction step such as GUIDE (Loh and Zhou, 2021).

7 Conclusion

As digital technologies become an integral part of our society, big data is emerging as a new way of transforming education by allowing for data-driven decisions. According to National Academy of Education (2017), “in the educational context, big data typically take the form of administrative data and learning process data, with each offering their own promise for educational research” (p. 4). Using five machine learning algorithms, this study developed predictive models of student success in earning a bachelor’s degree in biology. These models were able to identify more important courses having a larger impact on student success based on administrative data readily available in institutions of higher education. The findings from this study suggest that predictive modeling can be used for improving student persistence and retention by allowing an institution of higher education to prioritize their effort for improving curriculum and by enabling academic advisors to provide more personalized guidance to students.

Supplementary Material

This includes the data file containing the training and test sets analyzed in the study, and all R code used in the analysis along with an explanatory README.txt file.
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