Data Science Applications and Implications in Legal Studies: A Perspective Through Topic Modelling
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Abstract

Law and legal studies has been an exciting new field for data science applications whereas the technological advancement also has profound implications for legal practice. For example, the legal industry has accumulated a rich body of high quality texts, images and other digitised formats, which are ready to be further processed and analysed by data scientists. On the other hand, the increasing popularity of data science has been a genuine challenge to legal practitioners, regulators and even general public and has motivated a long-lasting debate in the academia focusing on issues such as privacy protection and algorithmic discrimination. This paper collects 1236 journal articles involving both law and data science from the platform Web of Science to understand the patterns and trends of this interdisciplinary research field in terms of English journal publications. We find a clear trend of increasing publication volume over time and a strong presence of high-impact law and political science journals. We then use the Latent Dirichlet Allocation (LDA) as a topic modelling method to classify the abstracts into four topics based on the coherence measure. The four topics identified confirm that both challenges and opportunities have been investigated in this interdisciplinary field and help offer directions for future research.
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1 Introduction

With the rapid development of the Internet and information technologies, varieties of data are being generated at an unprecedented scale across industries. Massive data resources have gradually become the basic resources of countries and societies, pushing the world into the era of Big Data. In response to this, the legal industry has started to vigorously promote the electronic, digitised and publicised legal information, making Legal Big Data a new buzzword. The emergence of Legal Big Data helps data science find applications in law and brings revolutionary changes to legal research methods and practice (Frankenreiter and Livermore, 2020). At present, technologies in the fields of artificial intelligence, natural language processing, text mining, network analysis and machine learning are increasingly adopted by legal practitioners and legal scholars (Aletras et al., 2016; Dhami and Belton, 2016; Medvedeva et al., 2020; Olsen and Küçüksu, 2017; Tarissan and Nollez-Goldbach, 2016; Wyner et al., 2010). These new tools are used to solve not only practical challenges in judicial practice and legal disciplines, but also academic research problems related to law and legal systems.
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Despite the many benefits to be realised, data science also has the potential to significantly reshape the legal industry and challenge the existing legal systems. We therefore divide the literature involving both data science and law into two topics below: one is on the applications of data science in law and the other is on the implications of data science for legal practice.

1.1 Applications of Data Science in Law

The applications of data science can be roughly summarised in two fields (Frankenreiter and Livermore, 2020). One is to study law as code, for example, the conversion of legal rules into computer code. In recent decades, legal scholars and computer scientists have tried to develop computer codes that represent legal rules in regulations and case law. This research method regards law as a set of formal rules, which can eventually be formalised as inputs that can be directly processed by a computer. Some even optimistically discuss that in the future, legislators may transform common natural language in laws and regulations into executable codes in public programming languages. This language would be clearer and could be customised more easily according to specific situations (Fagan and Levmore, 2019).

The other field is to study law as data, which is based on the rich data resources generated in the legal processes. The ever-expanding legal system is nowadays a digital environment with a comprehensive record of traces, which is highly suitable for researchers to carry out Big Data analysis and experiments. This field deserves a more detailed review in this paper as it is closely related to data science. For example, legal texts can be digitally translated into data and quantitatively analysed. The use of data analysis methods complements the traditional normative legal research and provides a new direction for exploring legal issues based on facts and data (Frankenreiter and Livermore, 2020).

As a concrete example, in the United States, there is a tradition of quantitative analysis of case law. There are some quantitative studies on the case law data sets of US courts. Most of these studies use manually collected and coded case law. Many studies use the Supreme Court database, which contains manually collected and professionally coded data on the conduct of the US Supreme Court over the past 200 years (Katz et al., 2017). This type of research analyses the relationship between the gender or political background of judges and their decision-making and similar studies have been carried out for the International Criminal Court (Tarissan and Nollez-Goldbach, 2016), the European Court of Justice (Frankenreiter, 2017) and the European Court of Human Rights (Madsen, 2018).

In terms of data science tools, many studies provide basic descriptive statistics of manually collected and coded case law (Madsen, 2018). Some studies have shown relatively basic correlation analysis or statistical test results (Bruijn et al., 2018) whereas others have employed more complex statistical analyses, including regression analysis of case law (Dhami and Belton, 2016). Noticeably a growing number of studies have applied network analysis to legal data (Olsen and Küçüksu, 2017; Šadl and Olsen, 2017; Tarissan and Nollez-Goldbach, 2016). Text mining and machine learning have also gained popularity in recent studies (Aletras et al., 2016; Katz et al., 2017; Medvedeva et al., 2020; Wyner et al., 2010).

In short, in the era of Big Data, the electronic records of law and its implementations have accumulated a large amount of data. The increase in data types and volume, the improvement in data quality and the advancement of data processing capabilities have created an excellent environment for quantitative legal analysis. Data science, by providing computational methods, has facilitated important contributions in a diverse set of law-related research areas. As these tools continue to advance, and law scholars become more familiar with their potential applications,
the impact of data science on law is likely to continue to grow (Frankenreiter and Livermore, 2020).

1.2 Implications of Data Science for Legal Practice

Data science has undoubtedly facilitated the development of legal research and practice with its efficient processes. However, the gradual adaptation and acceptance of data science in legal practice has been met with many challenges (Wendel, 2019). The impact of data science on law comes from two directions: externally, the applications of data science in other fields have an impact on the practice of law and requires a legal response; internally, the applications of data science in the legal field itself also have an impact on law and require corresponding changes in law.

1.2.1 The External Impact of Data Science on Legal Practice

Ever since the Internet era, data sources have become more and more extensive. For example, purchase records, app usage, and other personal data are used to form user profiles for commercial purposes (Tene and Polonetsky, 2011). Banks and other financial institutions have access to customers’ intention to borrow money and their repayment history to decide whether to grant them a loan or not (Martin, 2019). The rules of these scoring systems are so complex, and the parameters considered are so numerous, that customers may be completely unaware of which of their actions affect their credit scores. As the scale of data collection continues to grow, some scoring systems have evolved into untouchable ‘tyrants’ where points are deducted for simply trying to figure out the scoring mechanism of the scoring system (Citron and Pasquale, 2014). These improper collections and uses of personal information require timely legal responses. The enactment of laws such as the EU’s GDPR and China’s Personal Information Protection Law represents the legal community’s response to the challenges faced in the era of Big Data.

With the advancement of information technologies such as deep forgery technologies and neural networks, artificial intelligence forgery technologies represented by “deep fake” has become increasingly sophisticated. The “deep fake” technology can use a portion of the original material to forge a person’s handwriting, voice, or face replacement in a video to achieve the effect of faking. This technology has applications in education, arts, and self-governance, but the risks associated with its misuse are more significant, with potential threats to personal privacy, media trust, economic development, and public safety, posing significant challenges to legal practice (Chesney and Citron, 2019).

1.2.2 The Internal Impact of Data Science on Legal Practice

The importance of data science is also growing rapidly within the legal practice systems and academic. Scholars are exploring the integration of data science with the law itself, and courts are experimenting with the integration of data science into judicial trials, such as China’s smart courts (Zheng, 2020), which expect to use data science techniques to free lawyers and judges from the drudgery of their work. Universities and academic institutions are also experimenting with the integration of data science and law to train people who can adapt to future directions (Hod et al., 2022).

Some data science applications closely related to law practice have been developed in recent years. For example, Quemy and Wrembel (2020) used the European Court of Human Rights (ECtHR) database for the outcome identification task, achieved the average accuracy of 94.43%. 
For the task of automated court decision prediction, Medvedeva et al. (2021) conducted an analysis of the ECtHR database, which resulted in a maximum prediction accuracy of 66%. However, many scholars still point out that data science can only play an auxiliary role for judges and lawyers to analyse cases, because algorithms only analyse structured data according to complex procedures, and cannot understand the actual meaning of cases and judgments. Machine learning gradually converges to human analysis with continuous training and also represents an increase in the complexity of the internal system to the extent that the observer can only know the input and output sides of the algorithm and not the internal computational process of the algorithm or whether there is potential discrimination in the computational process (Hildebrandt, 2018).

The challenges of deploying data science applications in law practice are often associated with potential discrimination and the low interpretability and transparency of the models. Existing legal data are not completely non-discriminatant, and potential biases by legal practitioners are implicit in legal data sets (Tene and Polonetsky, 2017; Surden, 2019). On the other hand, the low interpretability and transparency of the data science models are due to the increasing complexity of the internal system, where an observer can only know the input and output side of the algorithm, but not the internal computational process of it (Bibal et al., 2021).

These criticisms show that this interdisciplinary research area is still in its infancy. Sunstein (2001) believes that the current integration of data science with law is only an advanced version of LEXIS. There is only a quantitative change, not a qualitative one, when compared with the traditional legal research methods. Moreover, Wendel (2019) argues that even in a highly technologically advanced future, data science models can only simulate human moral reasoning but can never be a free and equal person.

The summary above is likely to be biased as it is based on our domain knowledge and preferences. Therefore, we also take a systematic approach based on text mining to generate an exploratory literature review. The rest of the paper is organised as follows: Section 2 describes our literature search strategies and the text mining methods used for our exploratory literature review, Section 3 presents the results, and finally Section 4 concludes the paper.

2 Methodology

We use the platforms Web of Science (webofscience.com) for literature search and data collection. We restrict the categories to be “law” and “political science”, the document type to be “article”, and the language to be “English”. To retrieve the literature involving both law and data science, our search statement requires that at least one out of the terms “law” and “legal” (i.e., related to law) and at least one out of the terms “data science”, “machine learning”, “artificial intelligence”, “big data”, “data mining”, “text mining”, “natural language processing”, “quantitative”, and “computational” (i.e., related to data science) should be present in article title, abstract or keywords. Furthermore, the articles need to be indexed by SSCI (Social Sciences Citation Index), ESCI (Emerging Sources Citation Index), or SCI-EXPANDED (Science Citation Index Expanded).

Traditionally being manual and tedious, exploratory literature reviews are nowadays automated with the advancement of text mining methods (Asmussen and Møller, 2019). Among others, topic modelling has been an increasingly popular method of summarising literature by classifying a large body of documents into topics (Asmussen and Møller, 2019; Li and Lei, 2021). The default method of topic modelling is the Latent Dirichlet Allocation (LDA) (Blei et al., 2003), which is an unsupervised learning method and therefore does not require a high
upfront cost of time or domain knowledge (Asmussen and Møller, 2019). The output of LDA algorithms includes two distributions, the topic-word distribution $t_i = \{t_{ij}\}$, where $i$ denotes the topic and $j$ denotes the word and $t_{ij}$ denotes the relative weight of word $j$ in topic $i$, and the document-topic distribution $d_s = \{d_{si}\}$, where $i$ again denotes the topic and $s$ denotes the document and $d_{si}$ denotes the relative weight of topic $i$ in document $s$.

To our awareness, the most closely related works to our paper are by Wieringa (2020) and by Rosca et al. (2020). Whereas both of them are exploratory literature reviews in related fields from a text mining approach, our paper differs from them in important ways. Wieringa (2020) focused on the topic of “algorithmic accountability” and did a network visualisation of the keywords. Our paper, however, considers the much broader domains of “data science” and “law” and uses the topic modelling method to summarise the literature. Rosca et al. (2020) focused on the topic of “artificial intelligence” and collected the articles from the HeinOnline database specialised in legal studies. Our paper, on the other hand, retrieves our sample from the cross-discipline platform Web of Science and compares two mainstream LDA algorithms, gensim (Řehůřek and Sojka, 2010) and mallet (McCallum, 2002), in order to determine the number of topics. The difference between gensim and mallet is that gensim uses the variational Bayes sampling method which is faster but less precise than the Gibbs sampling method used by mallet.

One key parameter in LDA algorithms is the number of topics, often denoted as $k$. We use the coherence measure to determine $k$. In simple terms, topic coherence measures whether words in a topic tend to co-occur together (Röder et al., 2015).

3 Results

After implementing the search strategies above and removing the items missing abstracts or publication years, we have collected 1236 articles from the Web of Science. As shown in Figure 1, the first article meeting our search criteria was published in the year as early as 1993 (Miller, 1993). It was then followed by almost two decades of inactivity and a dramatic growth since 2011.

There are 360 distinct journals included in our sample. We identify the high-impact journals by taking into account the number of citations. It turns out that there are 96 journals with articles that are cited by at least 20 times in our sample. Figure 2 summarise the distributions of the articles over these 96 journal titles. They include a diverse set of journals in the categories of law, political science, and interdisciplinary. The interdisciplinary research topic between data science and law has made its presence known in the most prestigious law journals such as Journal of Empirical Legal Studies, Harvard Law Review, Yale Law Journal and Stanford Law Review, as well as political science journals such as Journal of Politics, American Political Science Review and American Journal of Political Science. On the other hand, Figure 2 are clearly dominated by two dedicated interdisciplinary journals, Computer Law & Security Review and Artificial Intelligence and Law.

We then use the LDA topic modelling method to detect the topics in our sample of abstracts. First, we compare the two mainstream LDA algorithms, gensim (Řehůřek and Sojka, 2010) and mallet (McCallum, 2002), and use the coherence measure to determine the number of topics $k$. For each number of topics from 2 to 15, we run each algorithm 10 times and then obtain the average coherence scores. The average coherence scores for both algorithms, along with the 95% confidence interval, are shown in Figure 3. Clearly mallet outperforms gensim across the different values of $k$. We choose $k = 4$ as it has the maximum average coherence score.
Figure 1: Number of articles over time.

Figure 2: Frequency of high-impact journals.

Figure 3: Average coherence by number of topics.
We then visualise the results by showing the most weighted keywords and top frequent words ("wordcloud") for each topic automatically identified. Figure 4 and Figure 5 show the keywords and "wordcloud" for each topic respectively. We label the four topics as, Topic 1 “policy and governance” (also see the words such as “public”, “government”, and “state” in Figure 5), Topic 2 “methods and measures” (also see the words such as “quantitative”, “empirical”, and “analysis” in Figure 5), Topic 3 “data and privacy” (also see the words such as “datum”, “information”, and “protection” in Figure 5), and Topic 4 “system and technology” (also see the words such as “ai”, “machine”, and “digital” in Figure 5). These four topics are obviously interrelated, but each of them is focused on a slightly different angle, as indicated by their labels above.

These topics can be aggregated to the two discussed in Section 1 with our domain knowledge. That is, Topic 1 “policy and governance”, Topic 3 “data and privacy”, and Topic 4 “system and technology” mostly belong to the implications of data science for legal practice (see Section 1.2), whereas Topic 2 “methods and measures” mostly belongs to the applications of data science in law (see Section 1.1). Moreover, within the implications, Topic 3 is clearly more related to the external impact of data science on legal practice (see Section 1.2.1), whereas Topic 1 and Topic 4 possibly also cover the internal impact of data science on legal practice (see Section 1.2.2).
Therefore, the automated result of topic modelling supports the previous manual summary of the literature based on our domain knowledge. Importantly, our result differs from those of previous studies in that we are able to uncover Topic 2 “methods and measures” on the applications of data science in law by using the cross-discipline platform Web of Science instead of specialised databases such as HeinOnline (Rosca et al., 2020).

To understand the current trend as well as future directions in this interdisciplinary field, we assign each article to its dominant topic (i.e., $\arg\max_i d_{wi}$) and present the number of articles for each topic in Figure 6. It turns out that the most popular topic is Topic 2 labelled as “methods and measures”, which implies that the methodological innovations inspired by data science are well received in the legal research community.

4 Conclusions

The relations between data science and law are characterised by opportunities as well as challenges, as evidenced by our exploratory literature review above. On the one hand, law and legal
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studies has always been a data-rich field where data science tools can be readily applied. On the other hand, data science technologies have the potential to reshape the legal profession and have raised many challenging issues such as how privacy can be preserved and how algorithmic discrimination needs to be regulated.

This paper systematically examines this still nascent interdisciplinary field in terms of research publications. Using our domain knowledge, we first divide the literature roughly into two topics, applications of data science in law and implications of data science for legal practice. We then collect the journal articles involving both law and data science from the Web of Science. We only consider the articles indexed by SSCI, ESCI, or SCI-EXPANDED. As a result, we have collected 1236 articles and 360 unique journals. We then take a text mining approach to present an automated exploratory literature review. There is a clear trend of increasing publication volume over time and of an increasing presence in mainstream law and political science journals.

Moreover, we use the Latent Dirichlet Allocation (LDA) as a topic modelling method to automatically detect the topics in our sample. The four topics detected are respectively, Topic 1 labelled as “policy and governance”, Topic 2 labelled as “methods and measures”, Topic 3 labelled as “data and privacy”, and Topic 4 labelled as “system and technology”. Topic 1, Topic 3, and Topic 4 mostly belong to the implications of data science for legal practice (see Section 1.2), whereas Topic 2 mostly belongs to the applications of data science in law (see Section 1.1). Our contribution is threefold. First, we ensure the quality of our sample by using a set of keywords highly related to data science and law and by using the cross-discipline platform Web of Science rather than databases specialised in legal studies or data science only. Second, we use the LDA topic modelling method to automatically summarise the literature involving both data science and law and compare the result with the manual summary based on our domain knowledge. Third, we carefully decide the number of topics by comparing two mainstream algorithms of LDA based on the coherence measure. The four topics identified support our intuition and confirm that both challenges and opportunities have been investigated in this interdisciplinary field and help offer directions for future research.

Being an exploratory literature review, this paper has several limitations. First, the topics identified by the LDA could be biased by the fact that we have restricted our search in the categories of law and political science. This may explain why the most frequent words in Figure 5 seem to be more on the implications of data science for legal practice rather than on the applications of data science in law. However, allowing the categories to go beyond law and political science will likely result in noisy data if we only consider article title, abstract and keywords. To gain a better understanding of the applications of data science in law, one possible solution is to focus on the specialised journals such as Artificial Intelligence and Law. Second, currently we consider all the articles’ abstracts equally when implementing the text mining methods. The robustness of the results could be further checked if the abstracts are weighted by, for instance, article citations or journal impact factors. These limitations and challenges will have to await future research.

Supplementary Material

The file “JDS_dataScienceLaw.ipynb” has the Python code used for the analysis above. The file “articles_en.csv” has the original data collected from Web of Science. The file “README.txt” has the description of the two files above.
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