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Abstract

Predictive automation is a pervasive and archetypical example of the digital economy. Studying
how Americans evaluate predictive automation is important because it affects corporate and
state governance. However, we have relevant questions unanswered. We lack comparisons across
use cases using a nationally representative sample. We also have yet to determine what are the
key predictors of evaluations of predictive automation. This article uses the American Trends
Panel’s 2018 wave (n = 4, 594) to study whether American adults think predictive automation
is fair across four use cases: helping credit decisions, assisting parole decisions, filtering job
applicants based on interview videos, and assessing job candidates based on resumes. Results
from lasso regressions trained with 112 predictors reveal that people’s evaluations of predictive
automation align with their views about social media, technology, and politics.
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1 Introduction
We live in the “tech age” (Torpey, 2020). The technology industry has grown since the 1990s, far
outperforming the economy at large (Oppenheimer, 2020, p. 190). The digitization of information
and the rise of the Internet have opened new possibilities across sectors (Carlsson, 2004). The
economy is now digital, meaning that all sectors are transformed by the computer-enabled
digitization of information (Brynjolfsson and Kahin, 2000, p. 2). Predictive automation is a
pervasive and archetypical example of the digital economy (Leavitt et al., 2021). Predictive
automation refers to computer programs that mine data and make predictions to help decision-
making (Zuboff, 2019). For example, companies use data about people’s behavior and personal
characteristics to help decide whether they are worthy of credit. Other organizations use the
same kind of data to assess whether someone should be released in parole or not. Yet other
corporations use resumes of job applicants to decide whether they deserve further review for
hiring or use recordings of interviews with job candidates to assess whether they would be a
good hire.

The norms that sustain the digital economy are changing. Since the mid 2010s, social media
has been under increasing scrutiny. Facebook was involved in scandal after experimenting with
users’ emotions (News, 2014). The social media company was further involved in scandal for its
relation with Cambridge Analytica during the 2016 United States election (González et al., 2019).
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Similarly, famous technology entrepreneur and venture capitalist Peter Thiel—Facebook’s first
outside investor and board member—jumped to mainstream attention by supporting Donald
Trump (Chafkin, 2021). Trump itself was notable for his use of Twitter, and for the social media
platform’s decision to ban him (Clayton, 2022). In the meantime, activists have been busy
mobilizing to protect privacy, leading to the General Data Protection Regulation (Lehoucq and
Tarrow, 2020). Overall, the technology industry is increasingly politicized and faces regulatory
risk. In this context, it is important to study how every day citizens evaluate technology. These
evaluations are a key part of understanding governance. Corporations consider consumer demand
and employee’s preferences when making decisions about what technologies to use and how to do
it. Similarly, government agencies assess public opinion when using and regulating technologies.
In these two ways, everyday citizens’ evaluations of technology matter.

The relation between people’s evaluations of technology and governance is mediated and
non-linear. However, if we want to understand the changing landscape of the digital economy,
we need to understand how every day citizens evaluate technology. This article is a study in
service of that end, focusing on evaluations of predictive automation, because this technology is
pervasive and archetypical of the digital economy.

Despite the relevance of Americans’ evaluations of predictive automation, we have impor-
tant questions unanswered. First, there is mounting evidence that evaluations of predictive
automation vary across use cases (Baleis et al., 2019; Kiviat, 2021). Few studies compare how
Americans evaluate different uses of predictive automation (Araujo et al., 2020). Second, we are
still learning the key predictors of evaluations of predictive automation, including demographics
(Araujo et al., 2020; Gran et al., 2020; Grgić-Hlača et al., 2020; Wang et al., 2020) and broader
views about technology (Araujo et al., 2020; Hidalgo et al., 2021; Lee, 2018; Lee et al., 2019;
Newman et al., 2020; Wang et al., 2020; Woodruff et al., 2018). Finally, most scholars rely on
experiments based on convenience samples (Gran et al., 2020; Grgic-Hlaca et al., 2018; Lee,
2018; Wang et al., 2020). Few studies use nationally representative data to explore Americans’
evaluations of predictive automation (Kiviat, 2021).

This article uses a sample of 4,594 respondents representative of American adults to study
how they evaluate the fairness of predictive automation across four use cases. The data comes
from wave 35 of the Pew Research Center’s American Trends Panel, which was fielded in 2018 and
is publicly available. Results come from lasso regressions predicting whether Americans think the
following use cases of predictive automation are fair: (1) a finance score to help decisions about
credit, (2) a criminal risk score to assist decisions about parole, (3) a score to support decisions
about whether a job applicant deserves further review based on interview videos, and (4) a score
to support decisions about whether a job candidate would be a good hire based on resumes.
Lasso regressions help select the most important predictors among 112 variables measuring
demographics such as gender, age, and education; Americans’ perceptions of technology and
social media; and political views such as ideology and beliefs about the power of different groups.

The results reveal that Americans’ evaluations of predictive automation align with their
views about social media, technology, and politics. Americans who think that predictive au-
tomation is fair tend to be those that accept controversial social media practices, have a positive
view of technology corporations, and lean conservative. On the contrary, Americans who think
that predictive automation is unfair are usually those who disapprove of controversial social me-
dia practices, are skeptical of technology corporations, and lean liberal. Overall, these findings
suggest that Americans are polarized when it comes to predictive automation.
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2 Evaluations about the Fairness of Predictive Automation
There are different kinds of evaluations, such as fairness and trust. Scholars of judgment and
decision making have mostly focused on evaluations of trust (Dawes, 1979; Dietvorst et al.,
2015; Logg et al., 2019; Meehl, 1954). Trust refers to accepting vulnerability based on positive
expectations about another actor (Rousseau et al., 1998). In contrast, this article focuses on
evaluations of fairness since fairness is often the main moral claim in discussions about economic
practices, criminal justice, and hiring (Kiviat, 2021, p. 42). Trust and fairness are certainly
related: we are less likely to trust those who violate our sense of fairness. But fairness goes
beyond trust. Fairness is a moral evaluation about who owes what to whom (Haidt and Kesebir,
2010; Wilson, 1997).

Perhaps most striking is the fact that Americans overwhelmingly think predictive automa-
tion is unfair. They tend to reject citizen scoring, particularly when it touches on credit (Hidalgo
et al., 2021) and criminal justice (Grgic-Hlaca et al., 2018). Americans tend to negatively judge
the use of automation in job interviews (Langer et al., 2019). The predictive technologies used
in hiring decisions are perceived as unfair because they are reductionistic and leave important
qualitative information aside (Newman et al., 2020). Given this perception, Americans judge
predictive technologies more harshly than humans when they make mistakes in hiring (Hidalgo
et al., 2021).

To understand the changing foundations of the digital economy, we need to further disag-
gregate evaluations of fairness. It is not enough to know that most Americans think predictive
automation is unfair. Do Americans think that only based on technical features of predictive
automation? Are there broader views about the production of technology that matter? Do usage
and perceptions about social media—one of the most salient and controversial businesses within
technology—matter? Are there differences across demographics such as race and gender? Do
people’s political views also factor in? These are all questions we need to answer to understand
how evaluations of fairness can impact the future of the digital economy.

Technical capabilities matter for how people evaluate the fairness of predictive automation.
People think predictive technologies are fair in the case of mechanical tasks because they are
efficient and objective (Lee, 2018). Does this generalize beyond mechanical tasks? This article
considers whether people are more likely to think predictive automation is fair when they think
it is effective. But effectiveness is only part of the issue.

There is also evidence that computer literacy increases the perception that predictive tech-
nologies are fair (Wang et al., 2020). It is not yet clear whether people care about if they
understand how predictive technologies work (Binns et al., 2018; Dodge et al., 2019; Kizilcec,
2016). They do seem to care about whether they can control the decision suggested by predictive
technologies (Lee et al., 2019). One particularly important outcome is unequal impact. The use
of predictive automation could in fact reinforce race and gender stratification (Angwinn et al.,
2016; Benjamin, 2019; Harcourt, 2008; O’Neil, 2017; Eubanks, 2018; Ferguson, 2017; Noble,
2018). Do Americans care about this when evaluating the fairness of predictive automation?

Biases in predictive technologies hint at a broader issue. The technical capabilities of tech-
nologies are often as important as the way in which those technology are produced. Do Americans
care about the production of technology? The answer seems to be yes, but we lack a deeper un-
derstanding. People who have concerns about privacy are more prone to think that predictive
technologies are unfair (Araujo et al., 2020). But do Americans care beyond privacy?

Qualitative studies have found that once people learn about the fairness of predictive au-
tomation, they tend to have negative feelings and think differently about technology corporations
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(Woodruff et al., 2018). This article extends this line of inquiry by exploring the relation between
evaluations about the fairness of predictive automation and whether people think technology
corporations 1) can be trusted, 2) are ethical, 3) should be more regulated, 4) have a good or
bad impact, 5) fail to anticipate their impact, 6) benefit the privileged, 7) are biased toward
men, and 8) support the views of liberals.

Of course, not all technology companies are the same. As previously explained, social media
companies—notably Facebook—have been at the core of the scandal surrounding predictive
technologies since the mid 2010s. Indeed, social media platforms use predictive technologies
to create user experiences, something people have strong feelings about (Bucher, 2017). For
example, while many people are unaware of how predictive technologies curate Facebook’s News
Feed, they are surprised and angry when they find about it (Eslami et al., 2015). Is controversy
around social media driving Americans’ evaluations about the fairness of predictive automation?
This article explores the relation between people’s engagement with—and perceptions of—social
media and their evaluations about the fairness of predictive automation.

So far, I have considered technical features of predictive technologies and whether people
care about their production more broadly. This gets us one step closer to understanding the
changing foundations of the digital economy. However, given the pervasiveness of technology,
people’s evaluations about the fairness of predictive automation could run deeper. How people
evaluate the fairness of predictive automation could be entangled with the core of who they are.

Yet, we do not even know who thinks predictive automation is (un)fair. Existing studies
have started to explore the relation between demographics and evaluations about the fairness of
predictive automation. But findings are not conclusive. There are contradictory studies about
the relation between perceptions about the fairness of predictive automation and gender (Gran
et al., 2020; Grgić-Hlača et al., 2020; Wang et al., 2020), age (Araujo et al., 2020; Gran et al.,
2020; Grgić-Hlača et al., 2020), and education (Gran et al., 2020; Wang et al., 2020). While
gender, age, and education are important, we need to explore other demographics as well. What
aspects of people’s lives are related to how they evaluate the fairness of predictive automation?
This article considers race, marital status, religious affiliation and attendance, family income,
civic participation, and census region.

Finally, there is some evidence that people’s political views factor into how they evaluate
predictive automation. Conservatives seem to be more likely than liberals to think that predictive
technologies used in criminal justice are fair (Grgić-Hlača et al., 2020). This is an important
finding because political polarization could create partisanship around predictive automation
and affect the governance of the digital economy. We thus need to explore how politics factors
into people’s evaluations about the fairness of predictive automation. Are conservatives more
likely to think that predictive automation is fair beyond criminal justice? Is it political ideology
or partisan affiliation that matters? This article gets at these questions by considering partisan
identity, ideology, and what people think about the power of technology corporations, finance,
unions, and other organized groups.

In sum, we care about how Americans evaluate the fairness of predictive automation because
this is a key part of governance. Given the relevance of the issue, this article expands previous
research. It starts by considering how technical capabilities of predictive automation matter for
how people think about its fairness. This study further broadens the view, investigating how the
production of technology is related to evaluations about the fairness of predictive automation.
Lastly, this article goes one step further in assessing not only technology and its production, but
people’s core lives by considering demographic characteristics and political views. Overall, this
exploration helps us tackle a key piece of the changing landscape of the digital economy.
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3 Data and Methods

3.1 Survey

This article draws on a survey of 4,594 respondents representative of adults living in households
in the United States. GfK Custom Research fielded the survey between May 29th and June 11th,
2018, on behalf of the Pew Research Center as part of the American Trends Panel. The Pew
Research Center developed the questionnaire in consultation with GfK and publicly released the
survey at the end of 2019. Respondents were recruited from three large, national, overlapping,
dual-frame landline and cellphone random-digital-dial (RDD) surveys conducted for the Pew
Research Center in 2014, 2015, and 2017. At the end of each RDD survey, respondents were
invited to join a panel. Respondents with a known residential address received a postcard with
the survey. Respondents with an email address received an email invitation and up to four email
reminders. All respondents that consented to SMS messages received an SMS invitation and up
to four SMS reminders.

3.2 Responses

Each respondent saw two use cases of predictive automation, presented in random order. The
four use cases were (1) a finance score for credit decisions, (2) a criminal risk score for parole
decisions, (3) a score based on interview videos to filter job applicants, and (4) a score to assess
job candidates based on resumes. These scenarios captured use cases of predictive automation
that are either common or are the subject of current public policy debate.

In each scenario, respondents read a vignette explaining the use case, the data mined, and
how a computer program is used for automation. One of the items, about finance score, captured
respondents’ answers to the following prompt:

Companies have developed automated programs to calculate a new type of personal
finance score, similar to a credit score. These programs collect information from
many different sources about people’s behavior and personal characteristics – such
as their online habits or the products and services they use. They then assign people
an automated score that helps businesses decide whether to offer them loans, special
offers or other services. // How FAIR do you think this type of program would be
to consumers?

The second item, about criminal risk score, measured responses to this scenario:

Companies have developed automated programs to calculate a new type of criminal
risk score for people in prison who may qualify for parole. These programs collect
information from many sources about a person’s past behavior and personal charac-
teristics. They then compare this data to others who have been convicted of crimes,
and assign a score that helps decide whether someone should be released on parole
or not. // How FAIR do you think this type of program would be to people in parole
hearings?

The third item captured respondents’ answers to this prompt:

In an effort to improve the hiring process, some companies are now recording inter-
views with job candidates. These videos are analyzed by a computer, which matches
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Table 1: Distribution of the responses before re-coding.

Very fair Somewhat fair Not very fair Not fair at all Missing Total

Finance score 4% 25% 37% 34% 1% 2279
Criminal risk score 7% 40% 35% 17% 1% 2315
Video mining 5% 29% 39% 27% 1% 2320
Resume mining 6% 36% 37% 21% 0% 2274

the characteristics and behavior of candidates with traits shared by successful em-
ployees. Candidates are then given an automated score that helps the firm decide
whether or not they might be a good hire. // How FAIR do you think this type of
program would be to people applying for jobs?

Finally, the item about mining resumes for hiring captured answers to this prompt:

In an effort to improve the hiring process, some companies are now using computers
to screen resumes. The computer assigns each candidate an automated score based
on the content of their resume, and how it compares with resumes of employees who
have been successful. Only resumes that meet a certain score are sent to a hiring
manager for further review. // How FAIR do you think this type of program would
be to people applying for jobs?

Overall, the vignettes designed by the Pew Research Center in consultation with GfK reflected
a range of practices in predictive automation.

The Pew Research Center and GfK randomly assigned respondents two vignettes. Approx-
imately half of the respondents were assigned each set of vignettes. Respondents who were
assigned the vignettes about finance and criminal risk were also assigned the vignette about hir-
ing. This implies that responses about finance and criminal risk can serve as predictors for those
about hiring and vice versa. However, responses about criminal risk cannot serve as predictors
for those about finance and responses about mining videos cannot serve as predictors to those
about mining resumes. I divided the full dataset into four datasets (one for each response) and
kept the observed responses for analysis.

After reading each vignette, respondents were asked whether the use case of predictive au-
tomation was “very fair,” “somewhat fair,” “not very fair,” and “not fair at all.” Respondents
evaluated one use case at a time, presented in random order. The survey captures quick-response
evaluations rather than more deliberative moral reasoning (Lizardo et al., 2016; Vaisey, 2009).
Table 1 displays the distribution of the responses. Very few people answered “very fair,” and
relatively few answered “not fair at all.” These responses cannot be treated as continuous since
the shift from one category to another is not a one-unit change. Further, there is not enough
data to train classification models with 112 predictors and four response categories. After ex-
ploratory data analysis, I recoded all responses as dummies (0 “fair,” 1 “unfair”). While recoding
the responses created some loss of information, it enabled the investigation of the patterns of
associations between predictors and responses.

3.3 Predictors
I trained all models using most variables in the survey (112 predictors). This is an unusually large
number of predictors for the social sciences. Studies typically focus on a handful of predictors
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that researchers select based on previous knowledge. I too use predictors for which there is a
plausible substantive relation with the response. Section 2 above explains why the capabilities
of predictive automation, broader views about technology and social media, demographics, and
political views are relevant. However, I use a different method for variable selection. The common
approach in the social sciences requires that researchers have enough a priori knowledge to
select variables and specify a correct functional form. This is a strong assumption in exploratory
research. Since Americans’ evaluations about the fairness of predictive automation is still an
exploratory domain, I use a more inductive approach. As I explain in more detail below, I use
models that require less a priori knowledge and help in variable selection.

I explored every variable in the survey. The supplementary material explains how each vari-
able is measured and processed. All variables in the survey are categorical. During exploratory
data analysis, I collapsed some categories to avoid sparsity. I dropped seven predictors that cre-
ated sparsity (as noted in the supplementary material). I also dropped six open questions and
a measure about whether Americans think it is acceptable to use predictive automation. Views
about fairness should correspond to perceptions about whether it is acceptable to use predictive
automation (Wilson, 1997; Woodruff et al., 2018). These variables are indeed highly associated.
Before recoding, the correlations are 0.63 for finance score, 0.67 for risk score, 0.68 for mining
videos, and 0.67 for mining resumes. Most importantly, these associations are not informative
of what people think about the fairness of predictive automation.

While there are missing values, they do not rise to a level of concern. No variable has more
than three percent of non-random missing values. The survey randomized the assignment of
12 questions to only some respondents. An additional 22 questions were only asked based on
respondents’ answer to a previous question. Both survey design features create missing values.
To avoid losing observations, I recoded missing observations for the predictors as “No response.”
This recoding adds an additional category to every predictor with missing values. If missingness
is random, “No response” should not be an important predictor.

3.4 Modeling

Following common practices in supervised learning (Hastie et al., 2009; James et al., 2013), I
trained six models to predict each of the responses and selected the models that best fit the
data. Supervised learning is useful to explore a broad range of predictors and possible functional
forms (Molina and Garip, 2019; Mullainathan and Spiess, 2017; Varian, 2014). Results should
not be interpreted as inferring the correct relation between predictors and responses or as causal
(Breiman, 2001). I trained models that could (1) perform well with a high number of predictors,
(2) model potential non-linearities, and (3) be interpreted in terms of which predictors are more
important and how they relate to the response.

I fitted logistic regressions to predict each of the (binary) responses. However, the coefficients
of logistic regressions are likely to suffer from excessive variance because of the high number of
correlated predictors (James et al., 2013, p. 218). To account for multicollinearity, I estimated
ridge and lasso regressions. Ridge and lasso regressions shrink coefficients, which introduces bias
but reduces variance and hence potentially increases the accuracy of the model (Hastie et al.,
2009, pp. 61–93). Lasso regression is also useful to select the most important predictors since it
can shrink coefficients to zero. However, ridge and lasso regressions cannot flexibly model poten-
tial non-linearities. I therefore used tree-based methods—specifically, random forests, boosted
trees, and Bayesian additive classification trees—to model potential non-linearities. Tree-based
methods also deal efficiently with categorical predictors (James et al., 2013, pp. 303–323).
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With binary outcomes, both ridge and lasso regressions are fitted by minimizing the deviance
and a term shrinking the size of the coefficients. Ridge regression adds the term λ

∑p

j=1 β2
j ,

while Lasso adds the term λ
∑p

j=1 |βj |, where λ is a shrinkage parameter selected through cross
validation to minimize the deviance and p is the number of predictors. Ridge and lasso differ in
how they shrink the size of the coefficients, β. Lasso shrinks some coefficients to zero and has
the advantage of performing variable selection, while Ridge only makes them converge toward
(but not reach) zero.

Classification trees recursively partition the predictor space and assign the most commonly
occurring class of observations in a terminal node, thus taking the form f (X) = ∑M

m=1 cmx1(x∈Rm),
where R1, . . . , RM represent the partitions of the predictor space and cm the most commonly oc-
curring class. Trees have the advantage of performing variable selection, since only the predictors
that most reduce the Gini index are used in growing the tree. Random forests average across
the predictions of trees grown on bootstrap samples of the dataset. Also, any single tree is
constrained to be grown on a subset of predictors, which decorrelates the resulting trees and
improves the accuracy of the model. On the contrary, boosted trees are grown sequentially on
the same data—each tree is grown using the residuals from the previous tree, which improves
the fit. Finally, Bayesian additive classification trees consist of a set of priors for the structure of
the trees and the leaf parameters and a likelihood for the data in the terminal nodes (Chipman
et al., 2010). For binary outcomes, Bayesian additive classification trees assume a probit model,
in which the model estimates the conditional probit given the predictors.

I used R to train all models. Ridge and lasso regressions are fitted with the function
cv.glmnet() from the packages glmnet and glmnetUtils. Random forests and boosted trees are
estimated with the function train() from the package caret (which uses the packages random-
Forest and gbm, respectively). Bayesian additive classification trees are fitted with the function
bartMachineCV() from the package bartMachine. I tuned the hyperparameters that most im-
pact each of the models. Specifically, in ridge and lasso regressions, the shrinkage parameter; in
random forests, the number of predictors to split at each node; and in boosted trees, the number
of trees and the learning rate.

I used cross validation to tune and compare the models. Cross validation is a family of
resampling methods to estimate the error rate of models and avoid overfitting (James et al., 2013,
pp. 176–186). I split each dataset into a training set for model tuning and a test set for model
comparison (80% and 20% of the data, respectively; nf inancescoretuning = 1812, nriskscoretuning =
1830, nvideohiringtuning = 1845, ncvhiringtuning = 1813, nf inancescoretesting = 453, nriskscoretesting = 458,
nvideohiringtesting = 461, and ncvhiringtesting = 453). I tuned all models with 5-fold cross validation
on the training set and compared all models at the end on the test set. I used five folds since
each training set is rather modest and there is a high number of categorical predictors, which
could create sparsity with more folds. Some of the 112 predictors have more than two categories.
After hot encoding there are 370 binary predictors.

Figure A1 in the online appendix reports the test misclassification rates. All models improve
over a naïve classifier. I selected the lasso regressions. Logistic and ridge regressions perform
worse across responses. Lasso regression, random forests, boosted trees, and Bayesian additive
classification trees perform similarly. K-fold cross validation relies on random resampling. This
implies different iterations will produce somewhat different results. Emphasizing small differences
is not a good practice, since they may be caused by randomness. I selected the lasso regressions
because they perform similarly than tree-based methods but are more interpretable.
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4 Do Americans Think the Digital Economy is Fair?
4.1 Interpreting Models and Sensitivity Analyses
Before diving deep into the results, it is important to clarify how models should be interpreted
and their robustness. One of the advantages of lasso regressions is that they can be trained
on many correlated predictors. However, there is still multicollinearity: many predictors are a
linear combination of other predictors in the model (James et al., 2013, p. 243). This creates
uncertainty about which variables are truly predictive of the response. Models trained on an
independent dataset could be different. The model obtained is valuable, but the results should
not be overstated. Results come from one among several possible models.

Further, there is a special consideration for this study. Americans’ views about the effective-
ness of predictive automation are by far the most important predictor of perceptions of fairness.
Before recoding, the correlations between effectiveness and evaluations about the fairness of pre-
dictive automation are 0.48 for finance score, 0.72 for risk score, 0.71 for video mining, and 0.71
for resume mining. These strong associations could be soaking most of the variation, which may
hide other patterns in the data. I thus fitted all models excluding effectiveness as a predictor.
Figures A2–A6 in the online appendix report the results. Models trained without effectiveness
have a worse predictive performance. Yet, the conclusions are robust, and I thus interpret the
models using effectiveness as a predictor.

I use two strategies to interpret the models. First, I only interpret the predictors selected
both by the initial models and the sensitivity analyses. These predictors are more likely to
be truly predictive of the response. Second, I focus on the predictors with larger coefficients
(in absolute value). Controlling for other factors, these predictors have a stronger association
with—and a higher likelihood of being truly predictive of—the response.

Overall, these strategies mean I do not interpret all 112 predictors. I used models that help
me inductively select the most important predictors. I should not consider all predictors, but only
those that help increase the accuracy of models. In addition, given the issue of multicollinearity,
I focus on predictors that are selected by both the initial models and the sensitivity analyses,
as well as those that have larger coefficients. This helps me center on the key predictors—those
that are likely to matter for future studies using independent datasets.

4.2 Differences Across Cases: Fragmented Views of the Digital Economy?
As mentioned in the introduction, few studies compare how Americans evaluate uses of pre-
dictive automation (Araujo et al., 2020). This article explores the use of predictive automation
across four use cases: assisting with credit decisions, assisting with parole decisions, filtering
job applicants based on interview videos, and assessing job candidates based on resumes. This
comparison is important for the digital economy, which is composed of different sectors and
spans a wide variety of use cases. If we are to explore how people view the changing landscape
of the digital economy and what effects those views have broadly, we must study the degree to
which there could be fragmentation. With this objective in mind, this section explains the major
differences across use cases.

At the core, there are differences across use cases in how (un)fair Americans believe pre-
dictive automation to be. Figure 1 reports 95% confidence intervals for the responses. In line
with previous literature, most Americans think predictive automation is unfair. While this is not
surprising, it is relevant. Predictive automation is at the core of and archetypical of the digital
economy. If most people believe it is unfair, it is likely to have consequences for the long-term
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Figure 1: Confidence intervals for the responses’ proportions.

viability of the digital economy. The possibility of a new automated finance score raises the more
concerns. On the contrary, a criminal risk score for parole decisions seems to worry Americans
the least. Finally, Americans are more skeptical about filtering job applicants with a score based
on mining videos than they are about assessing job candidates based on mining resumes.

These key differences extend further. The most important predictors of Americans’ evalua-
tions about the fairness of predictive automation vary across use cases. Figures 2–5 present the
results from lasso regressions. The first interesting difference concerns the technical capabilities
of predictive automation. A key debate concerning predictive technologies is how biases creep
into them, potentially leading to unequal outcomes (Angwinn et al., 2016; Benjamin, 2019; Eu-
banks, 2018; Ferguson, 2017; Harcourt, 2008; Noble, 2018; O’Neil, 2017). Based on the academic
and mediatic interest, one would expect Americans to be majorly concerned with possible biases
in predictive technologies and their consequences. Yet, this does not seem to be the case.

This study uses a measure of whether people think computer programs can avoid human
biases. However, this measure only seems to be relevant in the case of a finance score to make
decisions about credit. Lasso regressions did not select it in the case of risk scores assisting
parole decisions, filtering job applicants based on video interviews, or assessing job candidates
based on resumes. This is important for what it could mean for the ethics and regulation of
predictive technologies (Dubber et al., 2020). If Americans are only concerned about biases in
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Figure 2: Results of lasso regression predicting whether people think a finance score to help
credit decisions is fair (0 coded as “fair,” 1 as “unfair”).

certain cases, we could see the development of a fragmented regulatory and ethical landscape.
Differences across use cases run even deeper. Americans vary in how they evaluate the

fairness of predictive automation beyond its technical capabilities. There are some political
differences. Again, the use of predictive automation to create finance scores for credit decisions
is the most interesting scenario. This article includes measures of people’s beliefs about the power
of organized groups such as financial institutions, labor unions, advertisers, and small businesses.
These measures are important to predict Americans’ beliefs about the fairness of predictive
automation only in two use cases. In the first case, people who believe financial institutions do
not have enough power and influence are more likely to think that using predictive automation
to create finance scores is fair. On the other hand, those who think that small businesses have
too much power are more likely to believe that risk scores for parole decisions are fair. This
relation is unexpected and requires more research.

Finally, Americans’ evaluations about the fairness of predictive automation also vary across
use cases in terms of demographics. Most notably, race does not seem to be a key predictor.
Lasso regressions did not select race as an important predictor for risk scores to help decisions
about parole and for mining videos to filter job applicants. Also, there is no evidence of a racial
divide. Counterintuitively, and despite historical differential access to financial services between
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Figure 3: Results of lasso regression predicting whether people think a risk score to help decisions
about parole is fair (0 coded as “fair,” 1 as “unfair”).

white and nonwhite people, being nonwhite is associated with thinking that finance scores for
credit decisions are fair. The association of fairness is reversed in the case of mining resumes to
assess job candidates. Nonwhite people are more likely to believe that mining resumes to assess
job candidates is unfair. This is a more intuitive finding, but the difference between finance
scores and mining resumes is puzzling and deserving of further research. Overall, race does not
seem to be a predictor of a positive or negative view of predictive automation,

Finally, this article casts doubts about the importance of some of the demographic charac-
teristics suggested by previous literature. Past studies suggest gender (Gran et al., 2020; Grgić-
Hlača et al., 2020; Wang et al., 2020), age (Araujo et al., 2020; Gran et al., 2020; Grgić-Hlača
et al., 2020), and education (Gran et al., 2020; Wang et al., 2020) are important predictors,
although they are contradictory in terms of the direction of the relation. On the contrary, lasso
regressions do not select age or gender as key predictors. Further, education was only selected
in the case of mining videos to filter job applicants. People who think mining videos to filter job
applicants is unfair are more likely to either have been only to high school or have less education.
This is interesting in terms of the broader digital economy, which has differential effects across
educational groups. Yet, these differences do not seem to be a key factor related to how people
think about the fairness of predictive automation across use cases.
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Figure 4: Results of lasso regression predicting whether people think mining videos to filter job
applicants is fair (0 coded as “fair,” 1 as “unfair”).

Summing up, this section compared Americans’ evaluations about the fairness of predictive
automation across four use cases. While there are differences, there does not seem to be major
fragmentation. People differ in terms of the importance attributed to technical capabilities of
predictive automation. Similarly, political views matter somewhat differently across use cases.
Finally, while demographics do not seem to be the most important predictors, some are relevant.
This variation matters for the changing landscape of the digital economy, but the next section
shows that there is converge across use cases.

4.3 Similarities Across Use Cases: Division in the Digital Economy?
The previous section focused on the major differences in how Americans evaluate predictive
automation across use cases. But there are also similarities. In fact, evaluations across different
use cases are related to each other. This suggests Americans think in a somewhat unified fashion
about the digital economy rather than brining a unique repertoire of beliefs to each use case.
For the most part, people who think finance and risk scores are (un)fair are also more likely to
believe that mining resumes and videos is (un)fair.

The similarities in how Americans evaluate predictive automation are meaningful in what
they tell us about the digital economy. Results suggest a divide among Americans. People who
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Figure 5: Results of lasso regression predicting whether people think mining resumes to assess
job candidates is fair (0 coded as “fair,” 1 as “unfair”).

think predictive automation is fair are more likely to be conservative, accept controversial social
media practices, and hold technology corporations in a positive light. On the contrary, Americans
who perceive predictive automation as unfair tend to be liberals who are skeptical of controversial
social media practices, and have a more negative view of technology corporations. The rest of
this section unpacks this division.

Americans who are more favorable towards social media tend to think that predictive au-
tomation is fair. Those who believe it is acceptable for social media to treat some users and
not others differentially and exploit users’ data to send targeted advertisements are more likely
to perceive finance scores and mining resumes to assess job candidates as fair. Users who trust
predicted finance scores are more likely to see Facebook as giving them high control over the
Newsfeed and assess most posts they encounter as relevant. Similarly, Americans who consider it
appropriate for social media to experiment with users’ sentiments also tend to think that mining
resumes and videos is fair. Additionally, believing that mining resumes to assess job candidates
is fair is correlated with thinking that technology corporations protect users’ data.

These associations suggest that satisfaction with the production of digital technologies goes
hand in hand with evaluating their fairness. Process matters. If people believe that technology
corporations protect users’ data, anticipate their social impact, and are well regulated, they are
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more likely to judge favorably predictive automation.
People are harsher in judging digital technologies when they do not agree with how they are

produced. For example, Americans who think a finance score to help decisions about credit is
fair also believe that technology corporations do a good job at anticipating their social impact.
Similarly, those who perceive mining videos to filter job applicants as fair are more prone to
judge that technology corporations should be more regulated. Americans who think a finance
score to help decisions about credit is unfair tend to believe that technology corporations do
not adequately protect users’ data. Along the same lines, people who perceive mining videos to
filter job applicants as unfair tend to distrust technology companies. Finally, those who think
mining resumes to assess job candidates is unfair tend to believe that technology corporations
have a negative social impact.

These findings about social media are important for what they tell us about the digital
economy. It is not obvious that specific beliefs about social media relate to how people think
about predictive automation generally. The fact that they do is interesting. It suggests that
Americans may be thinking of social media as an archetypical case of predictive automation.
This would be impactful given how controversial social media has become.

Finally, Americans are politically divided in how they evaluate the fairness of predictive
automation. Popular politicians have argued that technology corporations are biased against
conservatives. As an example, consider the controversy surrounding Trump’s ban from Twitter
(Clayton, 2022). This could suggest that conservatives are more likely to think predictive au-
tomation is unfair, but this does not seem to be the case. While there is political polarization, it
seems to go the other way around. Americans who think a finance score to help decisions about
credit is unfair tend to be very liberal. Those who believe that risk scores are unfair area also
very liberal or democrat. And people who think mining videos to filter job candidates is unfair
are often liberal. On the contrary, conservatives are likely to believe that using finance scores to
make credit decisions is fair and to perceive mining videos to filter job candidates as fair.

In a nutshell, section 4.2 showed that there is some variation in how Americans think about
the fairness of predictive automation across use cases. These are differences in the importance
of the technical capabilities, in political views, and the importance of demographics. These
differences are relevant for what they could imply in terms of a fragmented regulatory and
ethical landscape, and thus deserve more attention by future research. However, this section
showed major similarities. These similarities are important for what they tell us about the digital
economy. It seems that Americans are divided about how they evaluate the fairness of predictive
automation. This division extends to people’s views about the production of technology, social
media, and politics. The next section discusses why we should care about this.

5 Discussion
While American liberals and conservatives have historically both been optimistic about tech-
nology and both been aligned with Silicon Valley (O’Mara, 2019), bipartisan agreement may
be disappearing. In line with previous studies (Grgić-Hlača et al., 2020), I find that liberals
seem to view predictive automation more negatively than conservatives. Generally, conservative
Americans accept controversial social media practices, have a positive perception of technology
companies, and tend to view predictive automation as fair. At the other pole, liberal Americans,
who reject controversial social media practices and are skeptical of technology companies, are
more likely to think that predictive automaton is unfair.
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In academic fields, the conversation around this practice continues to grow, in fields such as
the ethics of artificial intelligence (Dubber et al., 2020). In public discourse, the debate around
predictive automation often relates to social media, which has been especially controversial for
its data extraction and data selling practicing (Zuboff, 2019). For Americans, social media seems
to be an archetypical case to think about predictive automation. Documentaries (like The So-
cial Dilemma and The Great Hack) and stylized dramas (like The Social Network, Catfish, and
episodes of BBC’s Black Mirror) further bring social media companies and predictive technolo-
gies such as artificial intelligence to the public debate.

Previous studies have found that people with concerns about privacy are more skeptical
of predictive technologies (Araujo et al., 2020). This article similarly finds that Americans who
believe technology corporations protect users’ data are more likely to think that predictive
automation is fair. This study also finds that Americans who believe technology corporations
do a good job at anticipating their social impact and should be less regulated generally view
predictive automation as fair.

My research suggests people who think predictive automation is unfair are particularly
concerned about social media companies differentially changing sites for some users and not
others and reminding some users and not others to vote. This aligns with previous studies that
have found that social media users react negatively to the predictive technologies that are used to
curate platforms (Bucher, 2017; Eslami et al., 2015). These people do not seem to be comfortable
with social media companies experimenting with users’ emotions and exploiting their data to
send advertisements.

Unlike previous studies (Araujo et al., 2020; Gran et al., 2020; Grgić-Hlača et al., 2020;
Wang et al., 2020), this article did not find that gender or age are among the most important
predictors of evaluations of predictive automation. Similarly, the literature is ambiguous about
how education relates to views about predictive automation (Gran et al., 2020; Wang et al.,
2020). This study only found that people with a high school education or less are more likely to
believe that mining videos to filter job applicants is unfair. Race seemed to matter in only some
cases, and its relation was inconsistent across cases.

In general, the variation in Americans’ evaluations about the fairness of predictive automa-
tion will have substantial outcomes for governance and business. Previous literature suggests
that negative feelings about predictive automation could affect how people judge technology
corporations (Woodruff et al., 2018). As politicians and courtrooms are increasingly tasked with
regulating predictive automation and reckoning with their aftermath, it may be their duty to
sort through the complications. In the future, corporations, governments, and other entities
interested in using predictive automation may consider consumer demand and employee’s pref-
erences. Just as concerns and demands for privacy prompted technology companies to respond
(Rahnama and Pentland, 2022), predictive automation will too become a salient (and perhaps
contentious) issue for companies and consumers.

Supplementary Material
This article includes a replication file with an R project, unprocessed and processed data, and
a table listing all the predictors used in the models, how they are measured, and their pre-
processing. The online appendix referred to in the text is also available as a supplement online
at the journal’s website.
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