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Abstract

A recent trend in medical research is to develop prediction models aiming to improve patient
care and health outcomes. While statisticians and data scientists are well-trained in the methods
and process of developing a prediction model, their role post-model-development is less clear.
This paper covers the critical scientific reasoning step in the prediction pipeline after a model is
developed. Working collaboratively with domain experts, statisticians and data scientists should
critically evaluate models, carefully implement models into practice, and assess the model’s
impact in real world settings. Constructs from implementation science are discussed in the
context of prediction modeling. The paper focuses on clinical prediction models, but these ideas
apply to other domains as well.

1 Introduction
A recent trend in medical research is to develop prediction models aiming to improve patient
care and health outcomes. Model development typically involves an interdisciplinary team of
researchers, including domain experts in medicine and/or clinical practice, as well as statisticians
or data scientists. Once a team is established, the typical model development process may be as
follows.

Researchers work together to identify an outcome of interest, predictors available to ascer-
tain the outcome, and a suitable dataset containing these variables used to conduct analysis
(Royston et al., 2009). There is a plethora of models available, ranging from traditional regres-
sion to newer machine learning approaches such as neural networks. Often, many models are
compiled and compared. An optimal model is selected based on pre-defined performance criteria
and validation of some form (e.g., split sampling or cross-validation). If a comparable dataset
is available, the model is evaluated with external data to assess performance and the general-
izability of results (Altman et al., 2009). Assuming all goes well with the development process,
the prediction model is then released into the wild, usually through a publication in a journal.
This completes a typical model development process.

This typical process describes the initial development of a clinical prediction model, but
developing a model is only the beginning of the pipeline. After a prediction model is developed,
there are many other aspects that need to be addressed, including critical evaluation of the
model, implementation of the model into practice, and evaluation of how the model is being
used by the intended audience. As statisticians and data scientists, we are well-trained in the
methods and process of developing a prediction model, but we have less experience with what
comes next. This paper will address key steps that should be taken after a prediction model is
developed, including critical evaluation of the data and model, and implementation of the model
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Figure 1: Prediction Model Process after Model Development.

into clinical practice. The paper will focus on clinical prediction models, but these ideas apply
to other domains as well.

The framework described in this paper is depicted in Figure 1. The main process after
model development includes critical evaluation, publication, external validation and calibration,
implementation, and evaluation of impact. In an ideal world, these would occur in a linear
fashion in this order; however, in practice it is often necessary to iterate over previous steps
depending on discoveries from the current step. These are represented by grey arrows linking
the steps within Figure 1. This paper will discuss each of these steps. In this paper, we focus
on prediction modeling in an academic research setting. This process may look different in
industry, but critical evaluation and careful implementation into practice remain essential for
the prediction model pipeline.

2 Critical Evaluation of the Prediction Model
Critical evaluation of a prediction model can and should take many forms. Of course, the typical
assessment of performance characteristics should be conducted (e.g., accuracy assessment via
area under the receiver operating curve, mean squared error, etc.), but there are other ways
that models must be evaluated from a critical scientific perspective. As an English professor
might deconstruct a sentence, statisticians and data scientists should deconstruct elements of
prediction models to critically evaluate its components, both individually and holistically. This
evaluation is a collaborative effort between statisticians and data scientists along with clinical
domain experts (e.g., clinicians and medical providers).

2.1 Evaluating the Outcome Variable

We can begin by considering the outcome variable. What is the main outcome of clinical interest?
Does this align with the outcome variable that is available within the dataset? Is the outcome
variable identical to the clinical goal, or is it a proxy for something else that is more important?

There are many examples in medicine where researchers are interested in one outcome, but
develop the prediction model on a proxy variable. One example that I have encountered is the
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prediction of quality of life in older adults (Speiser et al., 2021). The outcome that is really of
interest is independence of older adults, but this is a somewhat nebulous concept. In practice,
we use outcomes that are more easily defined and measured, such as the ability to walk for
100 meters or walk up a flight of stairs. Proxy outcome measures are commonplace for quality
control studies in a healthcare system. For example, false-positive alarms in patient monitoring
is often used as a proxy for alarm fatigue of clinical staff. Also, early-warning time of a clinical
alarm is a proxy for additional time for clinical intervention. The gap between a proxy variable
and the true outcome of interest may not be readily apparent. It may require further analysis
to assess. No matter the challenge, this gap should be kept in mind when developing prediction
models.

Sometimes outcomes are measured or collected in ways that make modeling and interpreta-
tion challenging. For example, I worked on a number of studies about acute liver failure, a rare
and devastating condition characterized by rapid deterioration of the liver. A major question
that arises is which patients should get a liver transplant (Speiser et al., 2015). The main out-
come of interest is mortality, but in the presence of transplant, prediction modeling is challenging
because mortality and transplantation are dependent events. A patient’s mortality status can-
not be observed without having the transplant. This presents a unique problem for prediction
modeling because it is not straightforward which outcome should be used. Many researchers
use a composite outcome consisting of all “bad” outcomes (death and transplant) and make the
assumption that patients requiring a transplant would have died without one.

When developing clinical prediction models, it is essential to think through how the predic-
tion models will be used and interpreted when deciding on which outcome variable the model
should be trained or optimized. The statistician or data scientist has many options when discov-
ering misalignment between the outcome variable and the clinical goal. Revising the outcome
variable is one option. Another is to revise the cost function against which the model is evaluated.

2.2 Evaluating the Predictors

Aside from the outcome being modeled, the model’s predictors should be critically assessed.
Are the correct predictors included in models? This seems like a simple question, and it is, but
it is an essential question to pose. Deciding on the predictors in the model can be driven by
automated processes, such as variable selection, but this also should be evaluated by content
area experts to ensure that variables included in the model make sense from a biological and
practical perspective. Following assessment of variables included in the models, we should also
ask: are there any features that should be included in the model that are not (e.g., unmeasured
but important variables or latent variables)? If so, are there proxy variables available for these?
Thoroughly evaluating each variable in the model, as well as those we would like to include in
the model, is a first step in critically analyzing the predictors.

Having considered predictors individually, the associations between predictors and outcomes
should be considered next. Do the associations between predictors and outcome align with clin-
ical intuition or knowledge? The direction and strength of associations between predictors and
outcome ideally should be consistent with clinical observation. This is important for all types
of models, but is especially key for machine learning models that are prone to overfitting. As-
sessing the relationship between predictors and outcome will differ based on the method used
to develop the model. For instance, when using decision trees, I print out the tree diagram and
go through each node of the tree with clinical collaborators to make sure that the thresholds
are consistent with their observations. For more complex machine learning methods, variable
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importance measures and partial dependence plots are often helpful for delving into these as-
sociations. Especially in a medical setting, it is not enough to have a prediction model perform
well in terms of accuracy; the models also need to be biologically plausible.

It can be challenging to determine whether the associations between predictors and outcome
are plausible. Models usually contain a multitude of predictors that may interact together, but
clinical literature may have only assessed each predictor with respect to a single dimension,
or in control cases with little confounding. Alternatively, clinical literature may be incomplete
with respect to currently-available data, and machine learning techniques may have been used
specifically to handle data channels that clinicians cannot (e.g., high throughput data). An
example of this is prediction modeling for patient triage in critical care units, where patients
are continuously monitored by digital devices during their hospital stay. A statistician or data
scientist may plot and assess hundreds of hours of a patient’s data, whereas a clinician may have
decades of in-person observations for previous patients. Ideally, associations between predictors
and outcome for models will agree with clinical observations, but there may be cases where
these disagree. When this happens, clinical experts and statisticians or data scientists should
work together to determine what might have caused these differences, and if anything should
be done to address this in the model. For example, if nodes of decision trees do not make sense,
pruning could be applied to make the model more consistent with clinical observation. Although
challenging in some scenarios, it is important for the predictors included in models to be critically
assessed in the clinical context.

2.3 Evaluating the Model as a Whole

After critically analyzing the inputs and outputs of the prediction model, one should consider
model calibration and the cost function against which it is trained. Is model performance optimal
for the clinical application? For example, a model could perform well according to the c-statistic
(or area under the receiver operating curve), but its sensitivity may be low. Differing costs of
incorrect predictions need to be considered when developing prediction models. A screening tool
used to identify patients who may benefit from additional testing may have high sensitivity and
low specificity. This is acceptable because further testing would correctly identify the outcome.
However, if the clinical scenario has an equal cost of incorrect predictions, then the model
or its cost function should aim to balance sensitivity and specificity measures. Figuring out
how to calibrate the model based on the cost of incorrect predictions is a process that should
involve collaboration with clinical experts. In particular, for external validation, there are many
calibration techniques that can be applied to boost performance in new datasets (Moons et al.,
2012). For example, one might keep the same basic prediction model form, but add a random
intercept that adjusts for different sites.

In addition to calibration of the cost function, a key evaluation of the model as a whole
involves comparing it to existing prediction models. Are there other prediction models for the
same or similar outcomes already available and in use? If so, how does this prediction model aug-
ment what is already available? This augmentation could be in the form of a better performing
model or a model that is simpler to use in practice (e.g., with less predictor variables or variables
that are readily available, such as electronic health record (EHR) data). Alternatively, the new
model could detect or capitalize on physiology or mechanisms that are neglected by previous
models. For a prediction model to be adopted into practice, it is essential that it provides some
benefit over existing models.
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3 Implementation of the Prediction Model
Ideally, the critical evaluation process described in Section 2 will take place before publication
(Figure 1). Section 3 focuses on implementation of the prediction model. In academic research
settings, this typically happens after a prediction model is published in a journal. Although
many papers present prediction models for various outcomes in medicine, there are fewer papers
that focus specifically on how the model is incorporated into practice and how the model is
used by the intended audience. For example, a systematic review by de Pablo and colleagues
found that only 0.2% (1 out of 584 studies) of prediction models for psychiatry outcomes had
been implemented into practice (Salazar de Pablo et al., 2021). While not all prediction models
should be incorporated into practice (i.e., models with poor performance or models that have
not been robustly validated (Kansagara et al., 2011; Belsher et al., 2019)), there are many high-
performing prediction models that are never used by the intended audience. To address this
translational gap, we can draw from the field of implementation science.

3.1 Implementation Science and Clinical Prediction Modeling
Implementation science is a relatively new area in medical research over the past decade that
focuses on how results from research studies, such as clinical trials, are incorporated into practice
in real world settings (Glasgow et al., 2012). This typically involves disseminating the research
finding as well as evaluating its effectiveness or impact. The motivation behind implementation
science is that interventions and findings from research studies do not always translate into
improved care or outcomes for patients in real world settings. Implementation science provides
theory, methods, and practical guidance about translating medical findings into practice (Rap-
port et al., 2018; Bauer and Kirchner, 2020). By studying how interventions or findings are best
implemented into practice and then evaluating how this actually impacts health outcomes, this
field is an essential part of the translational science pipeline.

There is great opportunity for statisticians and data scientists involved in prediction mod-
eling to use constructs from implementation science for disseminating and evaluating models
in a practical setting. For example, Kappen and colleagues discuss implementation science for
clinical prediction models and give practical advice about how to design studies that evaluate
prediction models in practice (Kappen et al., 2018). In the next sections of the paper, dissem-
ination of prediction models will be discussed through an implementation science lens, as well
as challenges that may arise with prediction model implementation.

3.2 Model Dissemination
The first step in implementing a prediction model is figuring out how to produce the model and
deliver it to the end users (i.e., often medical professionals, for clinical prediction modeling).
Dissemination of a model can take many forms: some models can be written out as an equation
(e.g. regression), others are more complex and require an online application with software running
in the background (e.g. random forests or neural networks). Some simple regression models with
a large number of engineered features may require an online application as well (e.g., the Acute
Physiology and Chronic Health Evaluation (APACHE) II score for predicting hospital mortality
(Knaus et al., 1985)). It is essential to think about the end users of the model and their workflow.
Often statisticians and data scientists disseminate their work on repositories such as GitHub or
share their code along with a publication, which is great for quantitatively-trained researchers;
however, medical professionals are not to be able to access or use such code in practice within the
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confines of clinical visits. In medicine, an optimal dissemination method may be to incorporate
prediction models into the EHR system because it is less disruptive to clinical work flow and
requires less effort for the end user. A less-effortful option than incorporation in the EHR is to
develop an online application, such as an R Shiny program. This would allow users to access the
prediction model through a webpage with a fillable form to input variables.

It is critical to work with clinical collaborators and people who will actually be using
the prediction model in practice to figure out how to make it assessable, understandable, and
efficient. A lot of thought and discussion should focus on deciding how to present prediction
model results. For example, are risk scores such as probabilities useful, or would the users prefer
a warning flag that converts a risk score into a binary or categorical outcome? Should measures
of uncertainty be presented, and if so, how? Kompa and colleagues provide an excellent article
about uncertainty in medical machine learning and conclude that models should include the
ability to conclude “I’m not sure” or “I don’t know” when predictions are ambiguous (Kompa
et al., 2021). Ideally, prediction model results should give the users the information they need
and should not contain superfluous results that may be distracting or confusing. If the end users
do not understand the model output, then they will likely not use it in a meaningful way to
improve patient care or outcomes.

3.3 Challenges with Implementation

There are many challenges to implementing clinical prediction models into practice. A ma-
jor challenge is missing data. Predictor variables used in models and trained on retrospective
datasets are often not available in real world settings. A common example of this is EHR data,
which often has unknown or incorrect information. Missing EHR data is often missing not at
random (MNAR), meaning that its missingness is associated with the outcome. For instance, a
model predicting hospital admission for drug overdose may use illegal drug use as a predictor.
This data may be MNAR because people who use illegal drugs might not disclose this infor-
mation. Thus, missing values for illegal drug use may be associated with higher likelihood of
hospital admission. Additionally, when data is collected repeatedly or in a time series, missing-
ness is a challenge. Many prediction models require complete data in order to make predictions,
so this presents a barrier to implementation in practice. Although imputation may be used to
fill in missing values, this introduces more error in prediction (i.e., imputation accuracy) and
may violate assumptions (i.e., missing completely at random or missing at random patterns).
The problem of missing data also relates back to the critical evaluation of predictors discussed
in the previous section, because statisticians and data scientists should consider the likelihood
of variables being non-missing in real world data in order to include them in modeling. Critical
judgement may be required to decide the tradeoff between including features and the challenges
of missingness.

Administrative or legal issues are other challenges in implementing prediction models into
practice. Returning to the example of trying to implement a prediction model into the EHR, re-
searchers may run into administrative hurdles because it is hard to get new features programmed
in the EHR and adopted by the end users. Getting new features into the EHR may be challeng-
ing because of the balance between not overwhelming medical professionals with information
versus providing helpful features that can improve care. When multiple researchers are vying to
get their features included in the EHR, this creates an administrative conundrum. Furthermore,
incorporating models into the EHR is very costly due to licensing, programming, and server fees.
On top of that, legal issues may arise, depending on the outcome and predictors in the model.
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A legal team may need to write a disclaimer for a prediction model so that the researchers who
developed it are protected. There may also be issues with data privacy and anonymity of data,
particularly in medicine because of the Health Insurance Portability and Accountability Act and
other protections for healthcare data. Missing data, administrative challenges, financial burden,
and legal considerations are a few barriers that may be encountered when trying to implement
prediction models into practice. The more that a researcher understands and can work within
these constraints, the more likely their model is to see real-world use.

3.4 Evaluate How Clinicians Are Using the Predictions in Practice

After a prediction model is implemented into practice, it should be evaluated to ensure that
it is practical and impactful. The first evaluations that should be conducted involve assessing
the feasibility of the model in practice. How burdensome is data collection of input variables to
clinical staff? Is it feasible to collect all input variables within the confines of clinical visits? A
common viewpoint of statisticians and data scientists is “more data is better,” but in practical
settings, this can stymie model implementation and use. If the burden of data collection is too
great, then the project is unlikely to be sustainable for the future. Statisticians and data scientists
should know whether their model can be sustained, because this will help them develop models
that are useful in real world settings. If the work is not sustainable in the long run, statisticians
and data scientists may develop innovative technical solutions that would facilitate use of the
prediction model. For example, if some input variables are costly to obtain, alternative methods
could be investigated that would circumvent using those variables. Although statisticians and
data scientists have the potential to develop some really interesting, complex models, if they are
not practical then the endeavor is futile.

If a prediction model is practical to use in real world settings, the next step is to assess
the impact of its use (Moons et al., 2009). There are many types of prediction models, and the
meaning of “impact” will vary in different scenarios. A good starting place for evaluating impact
is asking questions to the end users of the model. In many clinical prediction model studies, the
end users are clinicians and medical professionals. How do clinicians perceive the prediction for a
patient’s outcome? Do they agree or disagree with the algorithm’s prediction? Was it surprising
or something obvious? In my experience, clinicians say that extreme cases are easy to predict,
but cases “in the middle” are a lot more difficult. Clinicians are often looking for guidance on
these “middle” cases. Assessing how clinicians and end users of models perceive predictions in
a formal study helps determine how the models might be used, or why they would not be used,
in practice.

Perhaps the two most important questions that need to be asked are: 1) did the prediction
model impact clinical decisions about care and 2) did those clinical decisions impact health
outcomes for the patient? At the end of the day, if a well-performing prediction model is not
augmenting the current process or outcomes for the patient, it is useless.

3.5 Shadow Domain Experts

Before concluding the paper, I will take a brief aside to discuss the value in thoroughly under-
standing the data used to develop prediction models and how it is collected. I highly recommend
shadowing a clinician during patient visits. I have done this in two different clinical settings,
with a hepatologist in a liver transplant clinic and a primary care provider in a geriatrics clinic.
It was an invaluable experience to see how the data is collected and how prediction models that
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I develop may fit into the existing setup to augment clinician decisions and patient care. As
a quantitatively-trained researcher, I never thought I would actually see patients and talk to
them, but I learned so much about where the data comes from and who the patients are. After
shadowing clinicians, patients became real to me, not just lines in a dataset. Not only have I
learned a lot about the clinical areas that benefit my research, I also gained a level of personal
meaning in the work that motivates me to help improve care and health outcomes. Regardless
of the application area, shadowing a domain expert is beneficial for understanding the data, and
I highly recommend taking the time to dig into the data as it is collected.

4 Conclusion
For projects involving prediction models, critical evaluation and careful implementation are
necessary to ensure that models will be appropriate and useful in practice. Although statisticians
and data scientists developing medical prediction models are often focused on technical details,
they should also keep the big picture in mind: the overall goal is to improve clinical care and
patient outcomes. A prediction model with good performance is great, but it does not have
impact if it is not available to clinicians in a way that is useful and will augment their knowledge
to make clinical decisions. Developing a prediction model is just the start of the process, and it
must be followed by rigorous scientific evaluation, implementation into practice, and evaluation
of impact.
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